Assessment of Zero-Day Vulnerability using Machine Learning Approach
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Abstract

Organisations and people are seriously threatened by zero-day vulnerabilities because they may be utilised by attackers to infiltrate systems and steal private data. Currently, Machine Learning (ML) techniques are crucial for finding zero-day vulnerabilities since they can analyse huge datasets and find patterns that can point to a vulnerability. This research’s goal is to provide a reliable technique for detecting intruders and zero-day vulnerabilities in software systems. The suggested method employs a Deep Learning (DL) model and an auto-encoder model to find unusual data patterns. Additionally, a model for outlier detection that contrasts the autoencoder model with the single class-based Support Vector Machine (SVM) technique will be developed. The dataset of known vulnerabilities and intrusion attempts will be used to train and assess the models.
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1. Introduction

A software susceptibility referred to as a “zero-day vulnerability” is one that neither the Programme vendor nor the general public are aware of [1]. This indicates that the vulnerability is unpatched or unfixed and that attackers can use it to compromise the targeted system or programme. Figure 1. shows the life cycle of a zero-day vulnerability.
vulnerability for their own evil goals [2]. Any sort of software, including operating systems, apps, and web browsers, might have zero-day vulnerabilities. Numerous techniques, such as code analysis, fuzz testing, and reverse engineering, can be used to find them. Software must always be updated with the most recent fixes and additions in order to minimise the risk of zero-day vulnerabilities. This procedure is crucial to guarantee that software like firewalls and IDSs.

ML is becoming a more widely used technology for finding zero-day vulnerabilities because traditional security measures are sometimes unable to detect these kinds of assaults. This research’s goal is to create an ML-based system that is capable of quickly identifying zero-day vulnerabilities in software systems. The system will employ different ML, including the use of autoencoders and SVMs [3] methods after being trained on a dataset of existing vulnerabilities to find possible zero-day flaws in fresh software releases [4-6]. The outcomes of this study may be used to enhance cybersecurity generally and assist organizations in better defending their systems against zero-day assaults.

The remainder of this document will discuss: Section 2 discusses the literature review and similar works by other people. Section 3 discusses the proposed method, along with the datasets used. Section 4 discusses the results from and evaluation of the proposed systems, in addition to their limitations. At last, Section 5 provides a conclusion to the paper.

2. Literature Review

Joseph et al. proposed a hybrid approach that combined rule-based feature selection with deep feedforward neural networks (DFFNN) for the detection of intrusions in IoHT networks. [7]. Nikolaos et al. proposed the use of DL-based detectors for zero-day exploits, which evaluates their performance both with and without transfer learning features [8]. Fatemeh et al. proposed a taxonomy that had 4 categories into which deep malware detection and techniques were put: These categories were adversarial resistant, few-shot, semi-supervised, and unsupervised [9]. Apichit et al. proposed an Intrusion Detection System (IDS) based on anomaly detection. This model combines K-Means clustering, feature selection, and the XGBoost classification model that enhances the detection of network intrusions [10].

Rania et al. proposed converting pcap files into RGB images and evaluating them using 7 different ML techniques [11]. A hardware Trojan detection technique is proposed by Priyatharishini et al., in which the malicious logic in VLSI circuits is found at the gate level netlist utilising a stacked autoencoder and stacked sparse autoencoder model [12]. Lirim et al. proposed a deep neural network utilizing the UNSW-NB15 dataset for detecting intrusions [13].

Shamshair et al. have reviewed different, recent ML algorithms used for the purpose of zero-day vulnerability detection [14]. Pengzhi et al. have explored the development of autoencoders in depth, and highlight improved versions of various autoencoders used in various fields [15]. Rushdan et al. proposed a system to detect and prevent zero-day attacks for Software-Defined Networks using Cuckoo, a sandbox tool [16]. Akash et al. proposed a method to detect the malware family reference number using a Convolutional Neural Network (CNN) model that employed DL based on long short-term memory [17].

3. Methodology

3.1. Datasets

The proposed model is evaluated using two well-known datasets of IDS. The CICIDS2017 dataset produced by CIC from Canada refuges an inclusive range of current outside and inside occurrences of attacks. At last, the original form of data is provided to the researcher to handle the dataset in a flexible way. This dataset is considered for this model to evaluate the performance. The CICIDS2017 dataset contains five days’ worth of traffic from benign, insider, and external attacks. It is possible to access the PCAP recordings. The original files in the dataset have undergone pre-processing.

The second dataset that has been used to evaluate the model is NSL-KDD. The problems in the KDD Cup’99 dataset [18] are addressed by using NSL-KDD. It is released by CIC. The dataset of KDD Cup’99 is chosen for more than 50% of IDS evaluations over the preceding 10 years for IDS evaluations and the NSL-KDD dataset for more than 17%. Therefore, a number of difficulties with the KDD Cup’99 are explored in-depth. These problems include unequal class sizes and redundant records. NSL-KDD is thus appropriate for the evaluation objectives of this research and for comparison with related studies. Both normal/harmless traffic were included in the NSL-KDD as well as four types of cyber-attacks: DoS (Denial of Service), U2R (User 2 Root), R2L (Remote to Local), and probing. ‘KDDTrain+.csv’ and ‘KDDTest+.csv’ are two files that include the NSL-KDD dataset. The NSL-KDD is offered in CSV file format. The class label and each instance's feature values are displayed together. The feature files have their features encoded categorically for it to be suitable for ML usage. Not only does it study the NSL-KDD dataset, it also analyses it.

3.2. Dataset Pre-Processing

The section explains how the dataset, CICIDS2017, is processed. Map Reduce-based DL model is used for the purpose of detecting the intrusion using spatio and temporal features. To improve the accuracy of feature selection, a black widow-optimized algorithm is used [19]. First, the PCAP files are separated into groups based on
attack types and timestamps. A unique PCAP file is created for each class of attack, and they are able to produce features that could flow bi-directionally.

The characteristics should suit the analysis of traffic, both with and without encryption, due to how much the networks rely on encrypted data and how complex the networks are [20]. Per the analysis of contemporary IDS, bidirectional flow properties are used widely [21]. It is also claimed that features based on flow are more appropriate for the development of IDS.

Thirdly, characteristics with substantial association are removed to decrease model instability. The threshold is set at ‘0.9’. Features with correlations below the threshold are used for training. The findings are scaled using a Standard Scalar at the end. As stated, the goal is to assess how well models perform at spotting assaults by utilising benign traffic to train them. Thus, training is only done with safe and safe or typical traffic. 75% of the data is used to train the model, while 25% of the data is used for testing or evaluation purposes.

3.3. Model based on an Autoencoder

An Artificial Neural Network (ANN) serves as the core of the proposed autoencoder. The architecture of the network (Figure 2.), epoch number, and the rate of learning are all selected using a random search for the optimization of hyperparameters. It is well known that a grid [22] search takes longer to reach a set of semi-optimal parameters than a random search. Furthermore, it is more effective than grid search because only a few criteria are needed. Not to mention, it lessens the possibility of having over-fitted parameters.

It is evaluated using Algorithm 3 when it converges, as depicted in the above image. If the MSE of the decoded and original instances exceeds a threshold that was predefined, that particular instance of attack is flagged as a zero-day attack. For assessment reasons, three different criteria—0.05, 0.1, and 0.15—are considered. These cut-offs are established by hyperparameter optimisation with random search. A zero-day attack is recognised by the value of the MSE values and the threshold.

3.4. Model based on Single-Class SVM

Beneficent cases are used to train a single-class SVM. A “v” value is required in order for the single class SVM to be trained. As shown in Figure 3., the support vectors are positioned on the opposite side of the hyperplane and serve as both the lower and upper bounds for the count of support vectors when the default value is set to 0.5. The hyperplane contains 50% of the training data. Other numbers (0.2, 0.15, and 0.1) were chosen for the experiment, though. The performance of the autoencoder is evaluated using these results.

3.5. Algorithms Used

**Algorithm 1**

Correlated features – drop

1. 2D Array of Benign Data and threshold of Correlation are given as inputs and 2D array of Benign Data and Columns that have dropped is extracted as Output.

2: data1.corr().abs() for the correlation_matrix

Correlation matrix[\(q, w\)] for the upper matrix

\[
\text{Drop \{I \in N: \text{Corr}_\text{Mat}[q, *] > \text{threshold}\}}
\]

data1.Drop_Column(drop);

drop returndata
Algorithm 2

(Autoencoder-Based Model), which takes inputs as "ANN_architecture," "harmless_data," "num_epochs." and "regularization_value"

Autoencoder has been trained as output
Trained 75% with Benign Data
Training = benign_data and testing
Autoenc_build(ANN_Architect, regularization)
size_batch=1024
Autoenc_train (size_batch, epoch_num, train, test).

Return autoenc

Algorithm 3

The training of autoencoder has been done and thresholds and attacks are taken as the inputs for evaluation.

Output: Accuracy of detection
accuracy_detect
predict(a) is s //s-prediction, a-attack
thresholds, do
precision (s, attack) > th) / len (a)
accuracy_detect. add(threshold, acc) acc-accuracy
for loop end
returndetection_accuracy

Algorithm 4

2D Array of Benign Data, Correlation, and N as inputs for One-Class SVM Model.

Threshold
2D Array of Benign Data and Columns which have been dropped as the Output
Train with 75% of Benign Data
Training = benign_data and testing
oneclasssvmOneClassSVM(no_value, rbf')
oneclasssvm.fit(train)
returnoneclasssvm

4. Results

4.1. Evaluation of Autoencoder

For the training of the autoencoder, 75% of the harmless events are used. The input and output layers of the ANN network for CICIDS2017 have a total of 18 neurons. 1024 is recommended as the batch size. 50 epochs, MSE loss, and a 0.001 regularisation of L2 make up the additional parameters that are ideal for this purpose [24].

It is important to establish that the definition of accuracy for benign is different. In contrast to attacks, the accuracy of the benign class represents the proportion of cases correctly identified as non-zero-day, which reflects specificity. For the attack classes, it indicates recall.

It is observed that the benign accuracy for the threshold of 0.05 is 81.10%, 90.45% for a threshold of 0.10, and 95.21% for a threshold of 0.15. It is also emphasized that there are three different categories for the accuracy of detection of different attacks. The detection accuracy for harmful attacks is high [over 90%], independent of the threshold.

Second, lower limits for classes that only slightly deviate from harmless show improved accuracy. This emphasises the function of the threshold. Thirdly, albeit less precisely, classes that cannot be differentiated from safe traffic are also recognised. An example is SQL injection attack.

4.2. Evaluation of Single Class SVM

Results for CICIDS2017

The single class SVM results are shown in Table 1. below. By examining this, it is possible to make the following two claims: (1) changing the v value has little impact on the accuracy of detection; and (2) the classes that had a high rate of detection in the results of the Autoencoder are additionally identified by the single class SVM, but it does not identify the remaining two groups. This arises as a result of limitations in the single class SVM approach, which tries to fit a hyper plane that is shaped like a sphere to differentiate the harmless class from others while always designating classes within it as benign/normal.

<table>
<thead>
<tr>
<th>Class</th>
<th>Threshold 1</th>
<th>Threshold 2</th>
<th>Threshold 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>89.76%</td>
<td>84.79%</td>
<td>79.66%</td>
</tr>
<tr>
<td>Bruteforce (FTP)</td>
<td>10.14%</td>
<td>15.11%</td>
<td>20.24%</td>
</tr>
<tr>
<td>Bruteforce (SSH)</td>
<td>79.46%</td>
<td>80.21%</td>
<td>80.90%</td>
</tr>
<tr>
<td>Slowloris (DoS)</td>
<td>7.61%</td>
<td>8.33%</td>
<td>10.31%</td>
</tr>
<tr>
<td>GoldenEye (DoS)</td>
<td>71.82%</td>
<td>72.34%</td>
<td>72.80%</td>
</tr>
<tr>
<td>Hulk (DoS)</td>
<td>90.64%</td>
<td>91.30%</td>
<td>91.50%</td>
</tr>
<tr>
<td>Slowhhtps (DoS)</td>
<td>98.54%</td>
<td>98.61%</td>
<td>98.66%</td>
</tr>
<tr>
<td>DDOS Attacks</td>
<td>39.30%</td>
<td>39.89%</td>
<td>40.91%</td>
</tr>
<tr>
<td>Heartbleed</td>
<td>99.44%</td>
<td>99.49%</td>
<td>99.53%</td>
</tr>
<tr>
<td>BF (Web)</td>
<td>20.6%</td>
<td>23.46%</td>
<td>35.79%</td>
</tr>
<tr>
<td>XSS (Web)</td>
<td>9.53%</td>
<td>9.71%</td>
<td>10.08%</td>
</tr>
<tr>
<td>SQL (Web)</td>
<td>5.72%</td>
<td>6.26%</td>
<td>6.80%</td>
</tr>
<tr>
<td>Dropbox 1 (Infiltration)</td>
<td>38.84%</td>
<td>38.84%</td>
<td>38.84%</td>
</tr>
<tr>
<td>Dropbox 2 (Infiltration)</td>
<td>29.36%</td>
<td>35.24%</td>
<td>35.24%</td>
</tr>
<tr>
<td>Dropbox 3 (Infiltration)</td>
<td>57.09%</td>
<td>57.09%</td>
<td>57.09%</td>
</tr>
<tr>
<td>Cooldisk (Infiltration)</td>
<td>92.10%</td>
<td>93.30%</td>
<td>94.86%</td>
</tr>
<tr>
<td>PortScan</td>
<td>59.22%</td>
<td>46.10%</td>
<td>49.95%</td>
</tr>
<tr>
<td>Botnet</td>
<td>44.18%</td>
<td>46.10%</td>
<td>49.95%</td>
</tr>
</tbody>
</table>

Table 1. Results of Single Class SVM
To further visualize this, refer to Figure 4. With One-Class SVM, identifiable zero-day threats can be found. However, autoencoders have a significantly higher performance rating, which makes them more appropriate for sophisticated zero-day vulnerabilities. The efficiency of both the Autoencoder and the single class SVM are also contrasted in Figure 4 on a class-wide basis. The results are plotted using a threshold of 0.15 in the autoencoder and \( v=0.2 \) in the One-Class SVM.

**Figure 4. Comparison – SVM vs Autoencoder**

The input and output layers of the ANN has a total of 122 neurons. There are also 3 hidden layers which contain 100, 60, and 100 neurons in each, which make up the NSL-KDD dataset's autoencoder-optimized design. A batch size of 1024 is advised. The average absolute error value of loss, fifty epochs, and 0.001 regularisation of L2 are additional ideal parameters.

### 4.3. Limitations and Future Work

The proposed model evaluates the system using CICIDS2017 and KSL-KDD datasets. While these datasets are commonly used for IDS evaluations, they are small datasets and might not include all the real-world scenarios. This also makes the system unable to detect unknown vulnerabilities, if there are any. Even though the system was evaluated using small datasets, it should be possible to scale it to using fairly large datasets as well. In future work, we plan on evaluating the system using larger datasets and datasets that cover a specific kind of vulnerability. This was to be achieved with higher accuracy while also overcoming the obstacles presented by present IDS models. The autoencoder model for locating zero-day attacks is examined in this research. The findings from the datasets used showcase the autoencoder model's high detection accuracy.

A Single Class SVM is an unsupervised outlier-based ML technique that is commonly used to compare the autoencoder model. Both the models have low false-positive and false-negative rates. This means that both models are achieving high accuracy and reliability. However, while the Single Class SVM is effective in identifying zero-day attacks in the data sets used in this research, the autoencoder-based model proves to be more effective in detecting said attacks.
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