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Abstract

Generative AI platforms like ChatGPT have leapfrogged in terms of technological advancements. Traditional methods of scrutiny are not enough for assessing their technological efficacy. Understanding public sentiment and feelings towards ChatGPT is crucial for pre-empting the technology’s longevity and impact while also providing a silhouette of human psychology. Social media platforms have seen tremendous growth in recent years, resulting in a surge of user-generated content. Among these platforms, Reddit stands out as a forum for users to engage in discussions on various topics, including Generative Artificial Intelligence (GAI) and chatbots. Traditional pedagogy for social media sentiment analysis and opinion mining are time consuming and resource heavy, while lacking representation. This paper provides a novice multifrontal approach that utilises and integrates various techniques for better results. The data collection and preparation are done through the Reddit API in tandem with multi-stage weighted and stratified sampling. NLP (Natural Language processing) techniques encompassing LDA (Latent Dirichlet Allocation), Topic modelling, STM (Structured Topic Modelling), sentiment analysis and emotional analysis using RoBERTa are deployed for opinion mining. To verify, substantiate and scrutinise all variables in the dataset, multiple hypotheses are tested using ANOVA, T-tests, Kruskal–Wallis test, Chi-Square Test and Mann–Whitney U test. The study provides a novel contribution to the growing literature on social media sentiment analysis and has significant new implications for discerning user experience and engagement with AI chatbots like ChatGPT.
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1. Introduction

In recent years, the popularity of social media platforms has grown exponentially, and with it, the volume of user-generated content [1]. Among these platforms, Reddit stands out as a forum where users engage in discussions on a wide range of topics, including Artificial Intelligence (AI) and Natural Language Processing (NLP) [2]. One such AI-based application that has received a lot of attention on Reddit is ChatGPT. ChatGPT is an advanced chatbot that uses NLP to converse with users [3]. However, there is a need to better understand the feelings and attitudes of Reddit users (Redditors) towards ChatGPT. The outright prohibition of ChatGPT usage in Italy, an advanced economy highlights the need to differentiate between traditional AI models and Large Generative AI Models (LGAIMs), such as ChatGPT, due to their distinct technical capabilities and potential impact on society. There is a lack of representative scrutiny into people’s opinion towards ChatGPT.

The purpose of this study is to introduce a comprehensive approach that integrates multi-stage sampling, statistical analysis, and natural language processing (NLP) techniques for analysing Redditors’ feelings towards ChatGPT (Figure 2). To achieve this goal, the study makes use of Reddit’s API to collect relevant posts and comments related to ChatGPT, followed by a
comprehensive multi-stage sampling, involving weighted, stratified, and simple random sampling, to ensure a representative sample of the Reddit data is obtained. Sentiment Analysis, Emotion Analysis and LDA Structured Topic modelling are used in the study for opinion mining. Multiple hypothesis testing and statistical tests are used for reaffirmation of inferences. The study successfully obtained valuable insights into Reddit users’ attitudes and sentiments towards ChatGPT, shedding light on factors that influence these attitudes. The study contributes to social media sentiment analysis and has important implications for enhancing user experience and engagement with AI chatbots.

2. Background

Artificial Intelligence (AI) is increasingly being adopted in various areas of personal and professional life alike [4,5]. But it’s important to note that people’s overall perceptions of AI can significantly impact their willingness to accept and use AI. A study on “The validation of the General Attitudes towards Artificial Intelligence Scale” was conducted by Astrid Schepman and Paul Rodway (2020), which showed that attitudes towards AI varies from traditional technology acceptance. Comfort level and proficiency in specific AI applications were assessed, revealing that AI for big data is perceived more positively than AI for complex human judgments. Ethical considerations were found to affect attitudes towards AI when introducing it in different domains [6]. Generative AI models, such as ChatGPT or Stable Diffusion, are distinct from traditional AI models and are transforming the way humans communicate and create. Until recently, AI regulations had largely focused on traditional AI models, leaving a gap in regulating generative AI [7].

2.1. Web Scraping: Reliable Source of Data Collection

Since the 1970s, budgetary constraints have caused National Science Organisations to reduce manpower [8]. At the same time, the possible data being generated has exponentially risen, especially through the 2010s [9]. The basic understanding is that effectiveness and efficiency are at the core of any data collection process within research studies [8]. In the modern contemporary world, web scraping is an extensively used tool for exploiting the same. In recent years, the use of web scraping has increased significantly due to its ability to collect vast amounts of data quickly and inexpensively [10]. Scraping data from the internet for any study has its pros and cons, which must be weighed diligently. Some advantages of web-scraping and capturing data on reddit include, having a vast pool of data to collect samples from, bigger range, better accessibility and a more time and cost-efficient data acquisition methodology [11]. The limitations include technical blockages, lack of data quality assurance, and most importantly legal and ethical constraints [12]. In the case of Reddit, the platform offers an API and web scraping helpers that make it easier to collect data from the site. This can especially be useful for collecting large amounts of comments related to a specific topic, such as in the case of studying Redditors’ feelings towards ChatGPT. Using the Reddit API or web scraping helpers can also allow for the collection of data in real time, which can be valuable for time-sensitive research [10,13].

2.2. Multistage Sampling Techniques

Social media data is said to suffer from polarisation, segregation, and algorithmic bias [14–16]. This presents challenges in transforming and selecting representative data for sampling from a social media platform [17]. This prompted the usage of Multi-Stage Sampling in this study. Multi-stage sampling is a sampling technique that involves selecting samples in stages, where each stage involves a different sampling method. This technique is particularly useful when the population is large and heterogeneous, making it impractical to select a simple random sample. Instead, multi-stage sampling can be used to retrieve a representative sample of the population by selecting samples at different levels of granularity [18–20].

Multi-Staged sampling techniques have been pivotal in improving efficiency of various scientific studies such as Monte-Carlo Computation Algorithms, Spatial Population Estimations and in medical surveys [21–23]. There have been studies conducted in the field of computer vision using multi-stage sampling, for video and image classification [24,25]. On the other hand, for NLP tasks, there are almost zero studies done using Multi-Stage Sampling, for text classification, sentiment analysis or topic modelling. The types of sampling being employed are, but not limited to, stratified, weighted, systematic, proportional, simple random sampling [26]. This research paper will make use of weighted, stratified, and simple random sampling for getting representative sentiments of people towards ChatGPT. Weighted sampling and Stratified sampling, have previously been used in individual NLP based studies like Relational Semantics classification and Cross Lingual Entity alignment, yielding successful results [27,28].

2.2.1. Weighted Sampling

Weighted sampling is a sampling technique that involves assigning weights to each member of a population based on some criterion [29,30]. Weighted Sampling is also called probability proportional to size (PPS) sampling or Weighted Random Sampling. It is a type of sampling in which each item in the population is assigned a weight proportional to its size, and then items are selected randomly with probabilities proportional to their weights [31].

\[ P(i) = \frac{W_i}{\sum_{i=1}^{n} W_i} \]  

(1)
In the above equation, $P(i)$ represents the probability of selecting the $i$th item, $W(i)$ is the weight assigned to the $i$th item, $n$ is the total number of items, and the denominator $\sum_{i=1}^{n} W_i$ represents the sum of all the weights.

After calculating the probabilities $P(i)$, a random sample of size $k$ is selected from the population of $n$ items. This can be accomplished using any appropriate sampling technique, such as simple random sampling or stratified sampling.

### 2.2.2. Stratified Sampling

Stratified sampling is a probability sampling technique that involves dividing the population into subgroups, or strata, and selecting a sample from each stratum. Elements within each subgroup or stratum are similar in nature. The technique is used in tandem with simple random sampling frameworks [32]. For each stratum $h$ with size $N_h$ in the population of size $N$, a sample of size $n_h$ is selected, where the sample size for stratum $h$ is proportional to the size of stratum $h$ in the population and $n$ is the desired sample size [18]:

$$n_h = \frac{n \cdot N_h}{N}$$

(2)

The ideal stratum size has various formulas, but the most common one is:

$$stratum\_size = \frac{sample\_size \cdot length(stratum\_data)}{length(data)}$$

(3)

where $stratum\_data$ is the data in the current stratum, and $data$ is the entire dataset.

### 2.3. NLP (Natural Language Processing) Techniques in Opinion Analysis

#### 2.3.1. Sentiment Analysis

Sentiment analysis is a popular NLP technique used to determine the sentiment of text, which can be useful for understanding the feelings and opinions of a large group of people [33]. Sentiment analysis is a tried and tested mechanism for classifying sentiments, into positive, negative, and neutral, which has been applied on “billions” of web pages [34]. Sentiment analysis has been successfully used in multiple studies across various social media platforms, including Reddit, Twitter, and Facebook amongst many [35–37].

**RoBERTa Model:** For calculating the sentiment analysis scores, a model is needed for accurate predictions. RoBERTa (Robustly Optimised BERT Pre-training Approach) architecture is a better version of the Bert model, which is a transformer-based model [38]. Research has shown that training with larger batches and longer sequences can result in better generalisation of data [39]. RoBERTa is designed to better capture the contextual relationships between words, which is especially useful for sentiment analysis on social media platforms like Reddit where slang and informal language are prevalent [40].

VADER is another commonly used Sentiment Analysis tool for social media text, considered as an easier lexicon rule-based classifier [41]. Some studies also use VADER to predict labels and verify it through BERT and RoBERTa accuracy scores [42]. In case, a dataset exists that is suited for the problem at hand, RoBERTa can be used directly for better results.

#### 2.3.2. Topic Modelling

Topic modelling techniques are highly effective methods extensively used in the field of natural language processing for uncovering topics and extracting semantic meaning from unordered documents [43]. The goal is to automatically group similar documents together into clusters or topics based on the shared characteristics of their content. The algorithm accomplishes this by analysing the frequency and co-occurrence of words across documents and then creating a set of topics that represents the most significant recurring patterns in the text [44]. Topic modelling studies do not provide a full meaning of the text, but they provide a holistic overview of the themes and categories, that would have been missed otherwise [45].

LDA (Latent Dirichlet Allocation) is an extensively used topic modelling technique. It has been used for opinion mining, text classification and emotion classification [46]. LDA is a generative probabilistic model, which is implemented on collections of discrete data [43] and is based on the exchangeability assumption for words and topics in a corpus, an application of De Finetti’s exchangeability and representation theorem [47].

The LDA model assumes that the words of each document arise from a mixture of topics, each of which is a distribution over the vocabulary. A limitation of LDA is the inability to model topic correlation even though, for example, a document about nuclear radiation is more likely to also be about nuclear disasters than gamma radiation. This limitation comes from modelling variability of topic proportions through Dirichlet distribution. For this purpose, CTM (Correlated Topic Modelling) was created, which relies on logistic normal distribution [48]. This was further refined and tweaked into STM (Structured Topic Modelling), a tool developed especially for use in social sciences to incorporate corpus structure and document meta-data like political affiliation into the topic modelling pedagogy [49].

The model (Figure 1) integrates three existing models: CTM, DMR, and SAGE. It replaces the logistic normal prior with a logistic-normal linear model and employs a multinomial logit for word distribution. Regularizing priors for GLM coefficients are provided in the software [49].
2.4. Statistical tests for NLP based Studies

Statistical significance has been deemed an extremely important metric to judge NLP based tasks [50]. There are many protocols on choosing the right statistical tests, F1 score, Pearson Correlation, or hypothesis tests, for reassessing coincidental affirmations in NLP surveys [51]. Chi-square tests have been used within sentiment analysis for feature selection [52]. Similarly, tests have been deployed for NLP tasks. But there are no social media corpus-based studies that combine the effective nature of sentiment compound score, with other attributes prevalent within online comments or reviews datasets. There are many statistical tests that can be used for providing insights into the relationship between sentiment and other interactive features like an upvote button or dislike button. For example, ANOVA and Kruskal Wallis tests can be implemented for their robust stochastic homogeneity [53].

2.4.1. Multiple Hypothesis Tests

Global hypothesis tests play a vital role in clinical trials, genetic studies, or meta-analyses by enabling researchers to assess whether none of the hypotheses being examined are false, rather than specifically testing individual hypotheses [54]. They are deemed status-quo, while conducting scientific studies. But all these cases listed have a binary end-result, which is substantiated by the rejection or acceptance of the null hypothesis. In wider, open-ended problems, multiple hypotheses can be used to gauge a broader statistical affirmation. *Ceteris paribus* multiple inferences or hypotheses involve simultaneous single hypothesis tests that are weighed subjectively or objectively, in accordance with the study, and a single or multiple outcomes can be attained [55].

3. Proposed Methodology

The research methodology proposed in this study aims at improving user representatives and mitigating high computational power limitations that arise with social media opinion mining. The proposed process involves collecting data in an intricate manner, multistage sampling, opinion mining using NLP techniques and validation through multiple hypothesis testing (Figure 2).

3.1. Data Collection Through Reddit API

The Praw Python library was used for calling the Reddit API for requesting the objects within the HTML pages. The r/ChatGPT Community was selected as the population frame for its potential representatives of the bulk of Redditors. As of June 2023, the community had 2.1 million active users and ranked within the top 1% of the Reddit communities, by size.

3.1.1. Posts Dataset

Initially, all posts posted within the r/ChatGPT community were scrapped, that enumerated the sample frame size to 788 posts. Table 1a shows a sample instance, features and values, from the posts’ dataset. Information in line with the attributes are readily available in the reddit documentation [13]. The dataset collected was sparse and heterogeneous. Upon applying multi-stage sampling, the posts in consideration decreased from 787 to 200.
3.1.2. Comments Dataset
Comments and replies within each of the 200 representative posts were retrieved, amassing to 10,711 comments. Scraping 10,711 comments, involved considerable amount of computational time on High-performance CPU. Table 1b shows a sample instance from the comment’s dataset. The comments dataset was a crucial study element that is used for further analysis, including sentiment analysis, hypothesis testing and topic modelling, within the study.

3.2. Multi-Stage Sampling of Posts
Multi-stage sampling was used for selecting a representative subset of posts and comments from the r/ChatGPT community on Reddit. Weighted sampling and subsequent stratified sampling were used for the study.

3.2.1. Weighted Sampling
The study considered the number of comments and upvote ratio as the weighted variables to select subset of posts from r/ChatGPT community on Reddit. The considered variables ensured user engagement, community feedback and diversity of content in the corpus. Algorithm 1 shows the process for weighted sampling used. Both the variables are normalised, for standardising the scales. Laplacian smoothing is applied to both the variables to prevent data imbalance, avoid zero probabilities and to generate better generalisation [14].

\[
P(x) = \frac{\text{Count}(x) + k}{N + k \cdot V} \quad (4)
\]

The formula above incorporates \( P(x) \) representing the smoothed probability of event \( x \), \( \text{Count}(x) \) is the count of observations. \( N \) represents the total number of observations, while \( V \) corresponds to the total number of unique events or outcomes (2 Variables). The smoothing parameter \( k \) is set to 1, for stabilising the smoothing effect.

Post smoothing of the variables, the adjusted number of comments and upvote ratios are multiplied to get one final weight. Min – Max Feature scaling is applied to the final weight, to scale the weights between 0 and 1, deriving a resultant probability of selection. The probabilities are multiplied by random numbers from 0 to 1 and the top 400 products (post units) are selected.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>post_id</td>
<td>12tr9k8</td>
</tr>
<tr>
<td>post_title</td>
<td>&quot;Microsoft readies its own AI chip to reduce Nvidia reliance. ChatGPT.......&quot;,</td>
</tr>
<tr>
<td>post_num_cmts</td>
<td>241</td>
</tr>
<tr>
<td>post_upvote_ratio</td>
<td>0.98</td>
</tr>
<tr>
<td>post_tag</td>
<td>Other</td>
</tr>
<tr>
<td>comment_id</td>
<td>jguypb4</td>
</tr>
<tr>
<td>comment_body</td>
<td>&quot;Yeh but that isn’t a $50 million cheque. That’s several smaller ones...&quot;</td>
</tr>
<tr>
<td>comment_score</td>
<td>-1</td>
</tr>
<tr>
<td>is_comment</td>
<td>FALSE</td>
</tr>
</tbody>
</table>

Algorithm 1 Weighted Sampling Algorithm
Require: upvote ratio \( (\text{upv}_r) \), number of comments \( (\text{cmtn}) \), number of posts \( (\text{numPosts}) \), smoothing factor \( (k) \)
Ensure: Selection based on upvote ratio and number of comments of a post.
1: weights = [] // Defining an Empty Array
2: for \( i \) in 1 to \( \text{numPosts} \) do
   // Normalize Features
3: \( \text{cmtn}[i] \leftarrow \frac{\text{cmtn}[i]}{\max(\text{cmtn})} \), \( \text{upv}_r[i] \leftarrow \frac{\text{upv}_r[i]}{\max(\text{upv}_r)} \)
   // Laplacian Smoothing
4: \( \text{cmtn}[i] \leftarrow \frac{\text{cmtn}[i] + k}{\text{length(cmtn)} + k \cdot \Sigma(\text{cmtn})} \)
5: \( \text{upv}_r[i] \leftarrow \frac{\text{upv}_r[i] + k}{\text{length(upv}_r) + k \cdot \Sigma(\text{upv}_r)} \)
   // Weights Multiplication
6: \( \text{weights}.\text{insert}(\text{cmtn}[i] \cdot \text{upv}_r[i]) \)
7: End for
   // Min Max Scaling weights (probabilities)
8: \( \frac{\text{wgh} - \min(\text{weights})}{\max(\text{weights}) - \min(\text{weights})} \quad \forall \text{wgh} \in \text{weights} \)
9: Multiply each probability in probabilities by a random number \( r \in [0, 1] \)
10: Select the top 400 products (post units) based on the computed probabilities \( P_i = 0 \)
Comparing the distribution of posts before and after weighted sampling (Figure 3) elicits two things. First, the posts sampled are more highly concentrated amongst the popular posts with an upvote ratio mostly between 0.7 and 1.0. Second, the posts sampled have a significantly lower empty comment units, with most posts having upwards of 100 comments each.

3.2.2. Stratified Sampling
After weighted sampling, the study involves the use of stratified sampling for selecting a subset of posts from the previous stage. As deduced from Figure 4, there is an imbalanced distribution of posts tags in the dataset. Posts are predominantly under the tags “Funny”, “Other”, “Serious replies only: closed-ai”, “Gone Wild” and use cases. To get more representativeness from underrepresented tags, strata were formed based on shared subreddit tag attribute. A sample size of 200 posts was decided upon. The stratum size or sample size for each tag was calculated based on its proportion to the population and in line with the final sample size. Post determining the stratum size, the samples were selected randomly from the stratums.

Post multi-stage sampling, the total representative comments from the 200 posts were 10,711. To better optimise resource allocation, sample units (comments and replies) were retrieved and called from the API only after stratified sampling of posts. This brought down the workload by 49%.

3.3. Applying Natural Language Processing Techniques
The filtered dataset from the multistage sampling is used through NLP techniques. The study extracted emotions and sentiments to understand Redditors’ feelings towards ChatGPT, followed by structural topic modelling (STM) using LDA (Linear discriminant analysis).

3.3.1. Sentiment and Emotion Analysis
The RoBERTa base model is trained on 58 million twitter tweets, following the TweetEval benchmark, a framework developed by Cardiff University Computer Science graduates [56]. TweetEval’s emotion and sentiment models were used for the study. HuggingFace’s transformers are used for tokenizing and initialising the models [57]. The data is pre-processed for punctuations, stopwords, white spaces using NLTK and regular expressions. The sentiment analysis model used in the study generated separate positive, negative, and neutral scores between 0 and 1 for each comment. These scores were then combined using a compound scoring mechanism to generate an overall sentiment score for each comment. The compound score involved, adding weights, scaling the values, and normalising the final value between -1 and 1. The final sentiment awarded to each comment was based on threshold values, that segregated the sentiment compound score ($cs$) into positive ($cs > 0.1$), negative ($cs < -0.1$) and neutral ($-0.1 < cs < 0.1$) comments.

The emotion analysis model gave separate scores between 0 and 1 for joy, optimism, sadness, and anger. The highest scoring emotion was adjourned as the emotion for that comment. Table 2 shows a sample comment for each emotion and each sentiment, post-analysis.
Figure 5a depicts the distribution of emotions, including anger, optimism, joy, and sadness, within the comments, displaying the respective percentages. The dataset has 39% angry comments, 26% sad comments, 24% Joyous comments and 11% optimistic comments.

Figure 5b provides percentages corresponding to positive, negative, and neutral sentiments constituting the comments. A majority (47%) of comments were Negative, followed by 30% Positive and 23% Neutral comments.

Table 2. Sample Opinion-wise Comments

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>It’s very good in spanish, almost as good as in english but only for the Spanish/Mexican variant of spanish. When I ask for Argentina spanish it only adds exaggerated idioms but words, conjugation, articles, etc. don’t change</td>
</tr>
<tr>
<td>Negative</td>
<td>This leaves absolutely no room for students who have learning disabilities or who have exceptionalities</td>
</tr>
<tr>
<td>Neutral</td>
<td>It would be hilarious if it actually is developed with a decent epistemology and debunks all of his idiotic claims and beliefs.</td>
</tr>
</tbody>
</table>

Figure 6 shows the extremity of sentiment for each comment, visualising the positivity, negativity and neutrality and overall sentiment prevalence.

Positive score for comments is highly concentrated in the 0 to 0.25 range. The compound sentiment amongst comments is focused from -0.75 to 0.3, indicating the majority of comments have negative-neutrality as a sentiment.

Figure 6. Individual Comments Sentiment Histogram
Figure 7. Sentiment Probability Kernel Distribution Estimation by Emotion

Figure 7 represents the Kernel Distribution Estimation of each sentiment by emotion. Comments with a positive probability of above 0.3 constitute optimistic and joyous emotions. Comments with a negative probability of above 0.4 comprise of sad and angry comments predominantly. Neutral probability is a mixture of all emotions. The same is persistent in the overall compound sentiment score.

3.3.2. Topic Extraction Through STM (Structured Topic Modelling)

Structured Topic Modelling (STM) was applied to the filtered dataset obtained through multi-stage sampling. The goal of STM was to identify and analyse latent topics present in the comment’s dataset from the r/ChatGPT community on Reddit. The explains the approach taken for STM and the rationale behind selecting the optimal number of topics (k=5).

The dataset of comments was pre-processed using the tm and topicmodels packages in R. Pre-processing included tokenization, stop words removal and stemming. Subsequently, the documents, vocabulary, and metadata were prepared for the STM analysis. The metadata included information such as sentiment scores, compound scores, and emotion scores associated with each comment.

To determine the optimal number of topics (k) to be extracted, a search was conducted using the searchK() function in the R stm package. The search was performed for values of k ranging from 3 to 10. The prevalence of sentiment, emotion, and compound score variables were included in the model.
The searchK() function calculated various metrics such as exclusivity, semantic coherence, held-out likelihood, residual, and bounds to evaluate the quality of the topics generated for each value of k.

<table>
<thead>
<tr>
<th>K</th>
<th>Exclusivity</th>
<th>Semantic Coherence</th>
<th>Held-Out Likelihood</th>
<th>Residual Bound</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8.279299</td>
<td>-74.4402</td>
<td>-7.288007</td>
<td>18.64755</td>
<td>-1342478</td>
</tr>
<tr>
<td>4</td>
<td>9.032705</td>
<td>-79.04821</td>
<td>-7.284718</td>
<td>18.46147</td>
<td>-1341704</td>
</tr>
<tr>
<td>5</td>
<td>9.067013</td>
<td>-85.85897</td>
<td>-7.273733</td>
<td>18.41073</td>
<td>-1338203</td>
</tr>
<tr>
<td>6</td>
<td>9.388168</td>
<td>-96.7834</td>
<td>-7.276533</td>
<td>18.37297</td>
<td>-1339116</td>
</tr>
<tr>
<td>7</td>
<td>9.487478</td>
<td>-101.1194</td>
<td>-7.274502</td>
<td>18.37361</td>
<td>-1337811</td>
</tr>
<tr>
<td>8</td>
<td>9.597624</td>
<td>-108.0328</td>
<td>-7.273701</td>
<td>18.03736</td>
<td>-1337661</td>
</tr>
<tr>
<td>9</td>
<td>9.579945</td>
<td>-111.9525</td>
<td>-7.272544</td>
<td>17.73781</td>
<td>-1335392</td>
</tr>
<tr>
<td>10</td>
<td>9.636439</td>
<td>-123.0716</td>
<td>-7.263759</td>
<td>17.26053</td>
<td>-1332118</td>
</tr>
</tbody>
</table>

Based on the results (Table 3, Figure 8) of searchK, it was observed that the model with topics (k) as 5 had a high value of exclusivity, indicating that the topics were distinct and not overlapping significantly. The semantic coherence was also high, suggesting that the topics were coherent and meaningful. The held-out likelihood and residual values were within acceptable ranges. The bounds indicated the quality of the model fit, with lower values indicating better fit. Overall, the model with k=5 demonstrated optimal performance based on these metrics.

After selecting k = 5, a final STM model was fitted using the selectModel() function. The model incorporated the sentiment, emotion, and compound score variables as predictors of the topics. The initialization of the model was set to LDA (Latent Dirichlet Allocation) and the maximum number of expectant-maximization iterations (epochs) was set to 100. The modelled topics are further analysed using various R functions for assessing topic quality, estimated effects, multiSTM() and cloud charts.

Table 4 and Figure 9 depict the topics discovered with top word occurrences, highly unique and frequent topics (frex), strongly associated words within a topic (Lift) and overall prominent topics (score). Topic 1 encompassed discussions revolving around Elon Musk’s influence and controversies related to GPT, characterized by the frequent use of words such as "musk," "truth," and "openai". Topic 2 focused on job scams and interview experiences, with discussions highlighting the prevalence of words like "scam," "interview," and "bird". The usage of ChatGPT in student academics emerged as Topic 3, where conversations revolved around tasks like writing essays and exams, evident from the presence of words like "write", "student", and "essay". Topic 4 centered on ChatGPT as a bot and prompt generator, with discussions emphasizing words such as "bot", "prompt" and "comment". Lastly, Topic 5 delved into speculations regarding the future of AI, consciousness, and advanced technologies, with frequent mentions of words like "think", "know" and "human".

<table>
<thead>
<tr>
<th>Topic 1: Elon Musk's Influence and Controversies</th>
<th>Top Words</th>
<th>FREX</th>
<th>Lift</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>can, say, want, right, gpt, tell, make</td>
<td>musk, truth, openai, news, fox, upload, legal</td>
<td>affiliation, ballpark, bleach, catturd, childish, condescend</td>
<td>musk, elon, say, want, can, truth, twitter</td>
<td></td>
</tr>
<tr>
<td>Topic 2: Job Scams and Interview Experiences</td>
<td>like, just, get, people, good, realli, bird</td>
<td>bird, pay, scam, interview, manag, recruit, hire</td>
<td>bird, like, job, just, get, peopl, good</td>
<td></td>
</tr>
<tr>
<td>Topic 3: ChatGPT in Student Academics</td>
<td>use, can, chatgpt, write, learn, work, student</td>
<td>write, student, essay, exam, paper, written, cheat</td>
<td>write, student, learn, essay, can, exam, work</td>
<td></td>
</tr>
<tr>
<td>Topic 4: ChatGPT as a Bot and Prompt Generator</td>
<td>bot, prompt, post, generat, comment, pleas, thank</td>
<td>bot, post, comment, pleas, thank, automat, perform</td>
<td>bot, chatgpt-relsupportopenai.com, ushttpsdiscordgg,</td>
<td></td>
</tr>
<tr>
<td>Topic 5: Speculations on AI and the Future</td>
<td>will, think, know, one, make, human, thing</td>
<td>conscious, futur, agi, technolog, bodi, intellig, quantum</td>
<td>acronym, aerospac, air, aisl, album, ambit, androgyn</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Word Insights from Topic Modelling
3.4. Multiple Hypothesis Testing

To find the significance (impact) of reddit nomenclature variables on sentiment and emotions, multiple hypothesis testing was used in the study. These tests investigated various relationships and associations between different variables.

3.4.1. Correlation tests

- **Test 1:** To determine whether a correlation exists between the post upvote ratio and the number of comments on a post.
- **Test 2:** To explore the relationship between the post upvote ratio and the compound score of comments.

The correlation coefficient, denoted by $r$, was calculated using the Pearson correlation formula.

$$ r = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2}} $$

Figure 9. Topic Word Cloud

Figure 10. Correlation Tests Visualisation
The correlation test 1 revealed a significant positive correlation between the post upvote ratio and the number of comments on a post, with a Pearson correlation coefficient of 0.207 (p < 0.001), as evident in Figure 10a. The correlation test 2 indicated a weak positive correlation between the post upvote ratio and the compound score of comments, with a Pearson correlation coefficient of 0.043 (p < 0.001) (Figure 10b).

3.4.2. Mann-Whitney U Test

**Test:** To compare the compound scores of comments for posts with high and low upvote ratios, to establish difference in the compound scores between these two groups.

The Mann-Whitney U test was used for comparing two independent samples to determine if they came from the same population.

\[
U = \min(U_1, U_2)
\]

where \(U_1\) and \(U_2\) are the sums of ranks for the two samples.

![Mann-Whitney U test Variables Visualisation](image)

Similar to Correlation test 2, the Mann-Whitney U test indicated no significant difference in the compound scores of comments between posts with high and low upvote ratios, with a U-statistic of 1246239 and a p-value of 0.288 (Figure 11).

3.4.3. Chi-Square Test of Independence

**Test:** To determine if there is an association between post tags and comment sentiment.

The Chi-Square test of independence was used to determine if there is a significant association between two categorical variables.

\[
X^2 = \sum_{i=1}^{r} \sum_{j=1}^{c_i} \frac{(O_{ij} - E_{ij})^2}{E_{ij}}
\]

where \(O_{ij}\) represents the observed frequencies and \(E_{ij}\) represents the expected frequencies.

![Chi-Square Test Variables Visualisation](image)

The Chi-Square test of independence revealed a strong association between post tags and comment sentiment, with a chi-square statistic of 142.890 and a p-value of 1.77 \times 10^{-21} (Figure 12).

3.4.4. Kruskal-Wallis H Test

**Test:** To determine the impact of tags on overall sentiment score.

The Kruskal-Wallis H test is a non-parametric test used for comparing three or more independent samples.

\[
H = \frac{12}{N(N+1)} \sum_{i=1}^{k} \frac{R_i^2}{n_i} - 3(N + 1)
\]

where \(R_i\) is the sum of ranks for the \(i\)th sample, \(n_i\) is the size of the \(i\)th sample, \(N\) is the total sample size, and \(k\) is the number of samples.

The Kruskal-Wallis H test demonstrated that tags have a significant impact on the overall sentiment score, with a test statistic of 85.579 and a p-value of 1.25 \times 10^{-14} (Figure 13).

3.4.5. t-tests (independent samples)

- **Test 1:** To determine whether there is a significant difference in the sentiment scores between the comments and replies in a post.
• **Test 2**: To determine the significance of the presence of the word "chatbot" in the comments on sentiment score.

The t-test is used for comparing the means of two independent samples.

\[
t = \frac{X_1 - X_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}\]

where \(X_1\) and \(X_2\) are the sample means, \(s_1^2\) and \(s_2^2\) are the sample variances, and \(n_1\) and \(n_2\) are the sample sizes for the two groups.

The independent samples t-test 1 indicated a significant difference in sentiment scores between the comments and replies in a post, with a t-statistic of 3.463 and a p-value of approximately 0.0005 \(\left(5.36 \times 10^{-4}\right)\) (Figure 14a). The independent samples t-test 2 revealed no significant difference in sentiment scores based on the presence or absence of the word "chatbot" in the comments, with a t-statistic of -0.110 and a p-value of 0.913 (Figure 14b).

4. Result

This section presents a summary of the methodical analysis conducted in the previous section. Sentiment analysis revealed a majority of negative (47%) comments, followed by positive (30%) and neutral (23%) (Figure 5b). Emotion analysis showed that anger (39%), sadness (26%), joy (24%), and optimism (11%) were among the prominent emotions expressed in the comments (Figure 5a). Compound sentiment indicated a prevailing negative-neutrality. KDE Analysis (Figure 7) demonstrates that positive sentiment (probability > 0.3) aligns with optimism and joy, while negative sentiment (probability > 0.4) aligns with sadness and anger. Neutral sentiment includes mixed emotions, indicating psychological alignment. Figure 15 shows highest occurring words in each sentiment. The word "ChatGPT" is extensively used in both positive and negative comments. Positive sentiment comments include words like "work", "use", "good", "time", "student", while negative sentiment comments include "people", "make", "one", "don't" and neutral comments include "bot", "action", "birds", "use".

The corpus was subjected to topic extraction using structured topic modelling (STM) in the r/ChatGPT Reddit community (Table 3, Figure 8). Five distinct topics were identified and labelled based on the top words associated with each topic (Table 4, Figure 9). Topic 1, titled "Elon Musk’s Influence and Controversies" focused on discussions related to Elon Musk and his statements about GPT, as evidenced by words like "musk," "truth," and "openai." Topic 2, named "Job Scams and Interview Experiences" revolved around conversations about fraudulent job opportunities and interview related challenges, with prominent words including "bird", "scam" and "interview". Topic 2, named "Job Scams and Interview Experiences" revolved around conversations about fraudulent job opportunities and interview related challenges, with prominent words including "bird", "scam" and "interview". Topic 3, labelled "ChatGPT in Student Academics" centred on the usage of ChatGPT by
students for academic purposes, with prevalent words such as "write", "student" and "essay". Topic 4, "ChatGPT as a Bot and Prompt Generator" encompassed discussions about ChatGPT functioning as a bot and generating prompts and comments, reflected by words like "bot", "prompt" and "comment." Lastly, Topic 5 named "Speculations on AI and the Future" involved broader discussions about the future of AI, consciousness, and advanced technologies, characterized by words such as "think", "know", and "human".

Figure 16 visualisations were generated through LDAvis software, for the topics extracted [58]. Figure 16a shows the inter-topic distance on a 2 principal component axis, where topics 1 and 4 share the most amount of words. Topics 5 and 2 are the most distinct and unique topics. Figure 16b shows the top 30 most salient and relevant terms across all the topics. "bot", "use", "prompt", "post", "concern", "learn", "human", "student" are some notable terms in the topics.

Figure 16. STM Extracted Topics Analysis

The Figure 17 visualises the sentiment regression prevalence within topics, through STM. Comments related to topic 1 (Elon Musk’s Influence and Controversies) are the most negative, while topic 3 comments (ChatGPT in Student...
Academics) are the most positive, followed by topic 5 comments. Topic 2 comments have strong sentiment polarity. Topic 4 comments have a high level of neutrality.

Multiple hypothesis testing was conducted to assess the significance of Reddit nomenclature variables on sentiment and emotions (Table 5). Correlation tests indicated a positive correlation between upvote ratio and number of comments and a weak correlation between the upvote ratio and the sentiment associated. The Mann-Whitney U test gave similar results, backing the correlation test 2. The Chi-Square test revealed an association between post tags and comment sentiment. The Kruskal-Wallis H test demonstrated tags have an impact on overall sentiment. Independent samples t-tests showed a significant difference in sentiment scores between comments and replies, but no impact on sentiment from the word "chatbot" in comments.

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Objective</th>
<th>Statistic</th>
<th>Statistic Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Test 1</td>
<td>To see if there is any correlation between the post_upvote_ratio and the</td>
<td>Pearson</td>
<td>0.207</td>
<td>7.97 × 10^{-104}</td>
</tr>
<tr>
<td></td>
<td>number of comments on a post.</td>
<td>correlation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation Test 2</td>
<td>To determine if there is a relationship between post upvote ratio and the</td>
<td>Pearson</td>
<td>0.043</td>
<td>6.92 × 10^{-6}</td>
</tr>
<tr>
<td></td>
<td>compound score of comments</td>
<td>correlation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mann-Whitney U Test</td>
<td>To compare the compound scores of comments for posts with high and low</td>
<td>U-Statistic</td>
<td>1246239</td>
<td>0.288</td>
</tr>
<tr>
<td></td>
<td>upvote ratios.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chi-Square Test of Independence</td>
<td>To determine if there is an association between post tags and comment</td>
<td>Chi-Square</td>
<td>142.890</td>
<td>1.77 × 10^{-21}</td>
</tr>
<tr>
<td></td>
<td>sentiment</td>
<td>Statistic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kruskal-Wallis H test</td>
<td>To determine the impact of tags on overall sentiment score</td>
<td></td>
<td>85.579</td>
<td>1.25 × 10^{-14}</td>
</tr>
<tr>
<td>t-test (independent samples 1)</td>
<td>To determine whether there is a significant difference in the sentiment</td>
<td>T-Statistic</td>
<td>3.463</td>
<td>5.36 × 10^{-4}</td>
</tr>
<tr>
<td></td>
<td>scores between the comments and replies in a post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t-test (independent samples 2)</td>
<td>To determine the significance of the absence/presence of the word &quot;chatbot&quot; in the comments</td>
<td>T-Statistic</td>
<td>-0.110</td>
<td>0.913</td>
</tr>
</tbody>
</table>

5. Discussion & Conclusion

The multifaceted approach employed in this study successfully revealed valuable insights into Redditors’ sentiments towards ChatGPT. The sentiment analysis uncovered majority were negative comments (47%), followed by positive (30%) and neutral (23%) sentiments. Emotion analysis further illuminated the prevalent emotions within the comments, with anger (39%), sadness (26%), joy (24%), and optimism (11%) being prominent. Sentiment analysis and opinion analysis overlapped in psychological opinion expressions. Through Structured Topic Modelling (STM) analysis, 5 distinct topics and their associated sentiments were identified. Topics such as "Elon Musk’s Influence and Controversies" exhibited negative sentiments, while discussions about ChatGPT in student academics conveyed pre-dominantly positive sentiments. Comments within the topic "Speculations and future of AI" were of a progressive, yet sceptical nature, indicating hesitation to adopt the new terminology. The sentiment correlation coefficient within each topic validated these findings. The study also demonstrated the divergent nature of Redditors through the discussion of distinct and unique terms while addressing a topic. However, the study lacks the examination of opinions over time series data, thus missing the shifts and fluctuations in opinions over time. Overall, the study’s findings highlight the diverse range of sentiments expressed by Redditors towards ChatGPT, contributing to a deeper understanding of user experiences and engagement with AI chatbots. The effectiveness of the proposed framework is evident in its ability to derive meaningful insights from user-generated content.
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