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Abstract 

Every other aspect of life is organized around the sight. A person with vision impairment suffers severely from independent 
mobility and quality of life. The proposed framework combines mobile deep learning with distance estimation algorithms to 
detect and classify indoor objects with estimated distance in real-time during indoor navigation. The user, wearing the device 
with a lanyard or holding it in a way that positions the camera forward, identifies in real-time surroundings indoor objects 
with estimated distance and voice commentary. Moreover, the mobile framework provides an estimated distance to the 
obstacles and suggests a safe navigational path through voice-guided feedback. By harnessing the power of deep learning in 
a mobile setting, this framework aims to improve the independence of visually impaired individuals by facilitating them a 
higher degree of independence in indoor navigation.  This study's proposed mobile object detection and distance estimation 
framework achieved 99.75% accuracy.  This research contributes by leveraging mobile deep learning with identifying 
objects in real-time, classification and distance estimation, a state-of-the-art approach to use the latest technologies to 
enhance indoor mobility challenges faced by visually impaired people. 
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1. Introduction

Deep learning is one of the latest technologies that is 
witnessing its golden era and is slowly becoming a leader in 
the domain of machine learning. Today we see a high rise in 
mobile usage. There are over 3.3 billion mobile phone users 
globally, and there is an estimate that in developing countries 
[1]. Artificial intelligence makes mobile more intelligent by 
making it learn and act automatically. Deep learning has 
acquired huge success in building intelligent applications. 
There are a large number of applications that are developed 
for the general end-users. However, in comparison, there is 
less work has been done for visually challenged individuals 
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to have mobile on-device intelligent assistant for their 
carrying out their everyday life activities. Applications for 
vision-impaired or blind people have been almost ignored, 
particularly smartphone-based. In 2019, the World Health 
Organization estimated that 2.2 billion people worldwide 
have vision impairment or blindness [2]. Every other aspect 
of life is organized around the sight.  It is difficult for visually 
challenged people to navigate new and unfamiliar places. 
Vision-impaired people accident occurs while walking when 
a collision happens with a person or a wall. 
Running deep learning on mobile is challenging because of 
mobile device limitations of computational power, memory 
size, and battery power. It is challenging to run deep learning 
on-device locally on mobile to detect an object in real-time 
using a built-in camera with efficient performance and 
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accuracy. This research study proposes a state-of-the-art 
approach smartphone-based on-device deep learning 
framework to assist visually challenged individuals with 
indoor navigation. The visually challenged people could wear 
it using a lanyard or holding a mobile while positioning the 
camera forward during indoor navigation to recognize real-
time surrounding situations and notify objects with efficient 
performance and accuracy by taking the distance involved too 
into consideration. The proposed framework uses mobile-
based deep learning techniques to safely detect while 
navigating and recognize the object of interest in real time. 
This framework could enable the voice command and 
describe detected classified object recognition as real-time 
speech commentary, thereby assisting the visually impaired 
efficiently in their indoor navigation. The proposed mobile 
deep learning bound approach alerts obstacle warnings with 
an estimated distance to the obstacle. Further, for the safe 
mobility of the visually challenged, this research study could 
guide safe navigation through voice-guided directions. 

2. Related Work 

Several research works have been proposed to assist visually 
impaired individuals. 
 
Kay [3] proposed an audio device to assist visually impaired 
people in finding the object. The author experimented by 
taking a picture of an object using a webcam and describing it 
via an audio device. The proposed concept had limitations and 
was not intelligent to locate the object direction or while 
taking picture brightness of the object was required.  
 
Durette et al. [4] proposed a concept to assist visually impaired 
people using computer vision techniques. A camera was 
attached forehead of the person, and the image captured from 
the video was translated via voice feedback sent to the 
headphone. The concept had limitations visually impaired 
person has to carry a heavy laptop in a backpack for 
processing.  
 
Martinez et al. [5] proposed a concept work a computer 
webcam captures video image, and headphones translate the 
object into voice to assist visually challenged individuals. The 
proposed concept was not portable just presented an object 
detection concept for visually impaired people. 
 
Tepelea et al. [6] proposed a portable sensors-based concept 
to assist visually impaired people with indoor navigation. The 
author combines RaspBerryPi, Arduino platform, and sensors. 
The proposed concept uses GPS to get coordinates to guide 
users for mobility and a camera to detect objects using a neural 
network.  
 
Jabnoun et al. [7] proposed a work based on the classic feature 
detection SIFT algorithm to identify objects, and the author 
detected objects using object key points to assist blind people 
in identifying the object.  
 

Zereen et al. [8] used the Kinect device to assist blind people 
in object detection during indoor walking. The Work based on 
a Kinect device camera and built-in sensor technology to 
detect objects.  The object detection feedback to assist the 
blind was not presented in the Work.  
 
Patel et al. [9] used a smart stick to assist visually challenged 
individuals with indoor mobility. The author connected with a 
regular stick a webcam to capture an image, an infrared sensor, 
and a power bank. RaspBerryPi process camera captured 
images using machine learning support vector machine 
algorithm. Headphones are used to alert visually impaired 
people.  
 
Árvai [10] proposed a framework to support visually impaired 
indoor navigation. The author's Work used a webpage 
connected with a backend database of building information. 
The visually impaired person uses the mobile phone to browse 
webpage for building navigation.   
 
Lin et al. [11] author's proposed Work used an RDGB camera 
to capture images and a laptop running deep learning 
GoogleLeNet Inception V3 model to process and give 
feedback via Bluetooth earphones. The proposed Work was 
using deep neural network architecture running on a powerful 
CPU computer.  
 
Ooi et al. [12] proposed work that used the YOLO v3 
algorithm to detect objects. On the forehead of the visually 
challenged person camera was placed, and object detection 
feedback was sent via headphones as voice. The concept had 
limitations visually impaired person has to carry a heavy 
laptop in a backpack.  
 
Mahmud et al. [13] presented a concept model for indoor 
robots to assist visually impaired people to find common 
objects. The author placed cameras in the robot via voice 
assistance robot helps assist visually impaired people in 
finding common indoor objects.  
 
Strbac et al. [14] calculate object distance using YOLO V3 
and two cameras. The author used the stereoscopy two 
cameras technique to detect the same target object using the 
left and right camera and measure distance.  
 
Karthika et al. [15] used deep learning and monocular vision. 
The author trained YOLO with the KITT dataset and achieved 
2% improved object distance estimation accuracy compared 
to similar methods. 
 
Sakic et al. [16] researcher used the camera for object 
detection and lidar for distance estimation. The author used 
YOLO to detect an object and used the method to map lidar 
points cloud with YOLO object detection and measure 
distance. The success of the lidar sensor-based distance 
estimation method depends on the YOLO object detection and 
classification.  
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Rahman et al. [17] used ultrasonic sensors to detect obstacles 
placed in front of the sensor. The system sounds buzz if an 
obstacle is found 3 meters away in the distance. In the past 
several pieces of research have been done to identify and 
recognize objects but do not estimate real-time video object 
distance. The stated research gaps form the basis of this 
proposed research study.   

3. Methodology 

In this study, we propose a smartphone-based on-device deep 
learning framework to assist the visually impaired in 
recognizing the object of interest and guide the estimated 
distance to the object. Our proposed mobile framework 
enables voice commands to describe detected classified 
object recognition as real-time speech commentary. 

3.1 Proposed Work 

Lidar sensors work the same principle as radar, but instead of 
using radio waves, lidar uses laser beam. Lidar does not 
classify objects, lidar is an expensive technology, and there is 
a high cost in adopting lidar for object distance estimation. The 
ultrasonic sensor measures the range between the object and 
the sensor using sound waves. The ultrasonic sensor calculates 
the elapsed time the sound wave takes to reflect from object to 
sensor to drive distance. Whereas ultrasonic sensors are low in 
cost. For the two approaches, ultrasonic and lidar sensors, 
there is no mobile that comes with an ultrasonic sensor. iPhone 
12 pro and later only mobile model comes with a lidar sensor 
preinstalled. The sensor-based mobile object distance 
estimation approach depends on an angle at which the mobile 
sensor is held with minimum hand movement.   
 
In computer vision, camera-based object distance estimation 
is achieved using stereo vision and monocular vision. The 
stereo vision-based object detection and distance estimation 
method use two cameras, and both cameras capture the same 
target object image. The object distance is calculated using the 
triangulation method.  In computer vision, the distance 
estimation method uses monocular vision based on a single 
camera.  The monocular vision-based range estimation 
method has less run-time due to single camera image 
processing is required in comparison to stereo vision, where 
two camera feed is required to estimate object distance. The 
stereo vision-based object distance estimation approach 
depends on two camera feeds, both cameras must be at the 
exact calibration alignment to estimate object distance, slight 
difference in camera angle calibration results in failure in 
object distance estimation.   There is no assurance that a 
visually impaired or blind person will hold the phone steadily 
to estimate object distance.  Based on this, our proposed 
mobile framework adopted a monocular vision approach for 
mobile deep learning-based object distance estimation. The 
monocular vision method depends on a single-camera feed, 
and smartphones come with a built-in at least one rare camera.  

To calculate the distance from the mobile camera to the object 
to use the triangle similarity approach. To drive a distance to 
an object in an image using the method, the width of object 
W and D distance from a mobile camera, the width of the 
image in pixels P. To derive the length F of an object from 
the camera:  
 
F = (D X P) / W 
 
The equation helps us to calculate the distance to an object in 
real-time using a mobile camera. The width of the object W 
is driven from the pixel width of the object detection 
boundary box.  
 

 
 

Figure 1. Mobile deep learning-based object distance 
estimation framework 

 
Our proposed algorithm processes mobile real-time video and 
the distance to the object is estimated. Our proposed algorithm 
combines mobile deep learning with a monocular vision for 
object classification and object distance estimation, as 
illustrated in Figure 1. The deep learning module takes camera 
video input, extracts features, identifies the object, and finally, 
object coordinates are matched, and the distance to the object 
is estimated.  

4. Implementation 

4.1 Dataset 

The proposed framework consists of two datasets. COCO 
dataset and our custom dataset. The COCO dataset contains 
more than 124,000 labelled largescale common objects. The 
COCO database contains 80 different classes with 83,000 
training images and 41,000 Testing images. To prepare our 
custom dataset we used a short video of objects to transform 
video frames into images. The second method (no copyright) 
images taken from the internet. To improve accuracy, we 
have used a technique to crop the image and enlarge and focus 
the image object. We manually labelled each image using the 
annotation tool LabelImg. The custom dataset is split 
randomly, 80% selected data to train the model and the rest 
20% data to test the model. 
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4.2 Target Objects  

Many indoor objects visually challenged people would like to 
reach. In this study, we selected the following indoor objects 
along with distance estimation Couch, chair, refrigerator, and 
bed. The custom dataset contains indoors three object 
categories walking stick, door, and wardrobe.  

4.3 Algorithm 

 

 
Figure 2. Mobile deep learning-based object detection 
 
Our proposed framework is based on SSD MobileNet V2, 
which is one of the advanced real-time object detection and 
classification algorithms based on lightweight CNN 
architecture with efficient mobile accuracy with less 
computation cost. Figure 2 illustrates the algorithm model.  

4.4 Custom Model Training 

The custom dataset contains 460 images of each class 
walking stick, door and wardrobe. Total custom dataset 
images were 1,380 split randomly using Python scripts, with 
80% of the total 1,080 training images and 20% testing 270 
test images. The custom model was trained on the cloud colab 
host SSD_MobileNet_v2 model was retrained using 
TensorFlow object detection API and custom dataset, and 
RELU_6 activation function. Figure 3 shows 50,000 steps 
classification loss dropped at 0.001.  
  

 
 

Figure 3. Custom model training at 50,000 steps 
 

To use the TensorFlow-trained deep learning model on the 
mobile, first, we freeze the TensorFlow graph. TensorFlow 
frozen graph used in converting TensorFlow-Lite SSD 
custom model. To use a custom object detection trained 
model on mobile, the TensorFlow frozen graph has been 
exported as TensorFlow-Lite frozen graph. TensorFlow-Lite 
frozen graph is converted to TensorFlow-lite SSD custom 
mobile model. Figure 4 shows trained model sizes.   

 

 
 

Figure 4. Trained model sizes 
 
To deploy a custom object detection model on mobile, the 
SSD TensorFlow-lite model is saved with metadata and 
includes a custom object class map.  
 
Custom Mobile deep learning model was deployed in mobile. 
Our proposed framework combines mobile deep learning 
with a monocular vision for object classification and object 
distance estimation as shown in Figure 5.    
 

 
 

Figure 5.  Mobile object detection and distance 
estimation. 

 
Mobile application helps visually impaired people to know 
everyday indoor objects around them with the estimated 
distance that generate obstacles in their indoor path. The 
proposed framework includes the following functionalities. 

4.5 Voice Commentary 

The speech module guides visually impaired or blind people 
for safe in-door navigation, including distance to object along 
with object location directions to reach the object.  In mobile 
navigation, the camera detects an obstacle in real-time, 
classifies and identifies objects class, and describes via voice 
visually impaired person object type and distance. 
 
4.6 Object Distance Estimation 
 
This module calculates the distance from the mobile camera 
to the object. The speech module pronounces voice feedback. 
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The distance calculation module keeps track of the range to 
the object once the distance is reached and notifies the end of 
the process. If the object is out of the detection reach of the 
mobile camera, voice alerts no object as an obstacle. 

4.7 Recognition Objects in its Path 

The module calculates the distance to the object, and text-to-
voice API (Application Programming Interface) pronounces 
voice feedback. The distance calculation module keeps track 
of the range to the object once the distance is reached and 
notifies the end of the process. In case the object is out of the 
detection reach of the mobile camera, voice alerts no object. 

4.8 Classify the objects and inform the 
visually impaired persons 

 
To enable voice command to describe detected classified 
object recognition as real-time speech commentary. Our 
approach alerts obstacle warnings with an estimated distance 
to the obstacle. For safe mobility, this module guides safe 
navigation using voice-guided feedback. 

5. Results & Discussion 

We set up experiments for the mobile deep learning-based 
object detection framework locally on a mobile device to 
detect objects in real-time, classify with estimated distance 
and inform via voice feedback. Our experiment used a 
Samsung Galaxy A12 mobile device running the Android 12 
operating system with 48 megapixels rare camera. 

5.1 Object Detection and Distance Estimation 
(Model-1) 

Experiment results show that at the distance of 100cm, 120cm, 
150cm and 200cm in range, the mobile camera detected the 
object couch. Mobile deep learning-based android application 
for visually challenged people, object couch placed at the 
actual distance of 100 cm mobile application estimated 
distance 100 cm, object couch placed at the actual distance of 
120 cm mobile application estimated distance 120 cm, object 
couch placed at the actual distance of 150 cm mobile 
application estimated distance 150 cm, similarly couch at the 
actual distance of 200 cm mobile application estimated 
distance as 201 cm.  Figure 6 shows screenshots of mobile 
identifying object as couch, estimating object distance, 
warning alert to avoid obstacle and feedback to the user as a 
voice alert. 
 

100 cm

120 cm

Mobile Camera Real-Time Input Video

150 cm

Actual 
Distance

Estimated 
Distance

200 cm

 
 

Figure 6. Couch Distance Estimation  
 
Experiment results show that at the distance of 100cm, 
120cm, 150cm and 200cm in range, the mobile camera 
detected the object chair.  Mobile deep learning-based 
android application for visually challenged people object 
object chair placed at the actual distance of 100 cm mobile 
application estimated distance 100 cm, object chair placed at 
the actual distance of 120 cm mobile application estimated 
distance 120 cm, object chair placed at the actual distance of 
150 cm mobile application estimated distance 152 cm, 
similarly chair at the actual distance of 200 cm mobile 
application estimated distance as 201 cm. Figure 7 shows 
screenshots of mobile application estimating object distance. 
 

 
 

Figure 7. Chair Distance Estimation 
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Figure 8. Bed Distance Estimation 
 
Experiment results show that at the distance of 100cm, 
120cm, 150cm and 200cm in range, the mobile camera 
detected the object bed.  Mobile deep learning-based android 
application for visually challenged people object bed placed 
at the actual distance of 100 cm mobile application estimated 
distance 100 cm, object bed placed at the actual distance of 
120 cm mobile application estimated distance 120 cm, object 
bed placed at the actual distance of 150 cm mobile application 
estimated distance 151 cm, similarly bed at the actual distance 
of 200 cm mobile application estimated distance as 200 cm.  
Figure 8 shows screenshots of mobile application estimating 
object distance. 
 

 
 

Figure 9. Refrigerator Distance Estimation 
 

Experiment results show that at the distance of 100cm, 120cm, 
150cm and 200cm in range, the mobile camera detected the 
object refrigerator.  Mobile deep learning-based android 

application for visually challenged people object refrigerator 
placed at the actual distance of 100 cm mobile application 
estimated distance 100 cm, object refrigerator placed at the 
actual distance of 120 cm mobile application estimated 
distance 120 cm, object refrigerator placed at the actual 
distance of 150 cm mobile application estimated distance 150 
cm, similarly refrigerator at the actual distance of 200 cm 
mobile application estimated distance as 201 cm.  Figure 9 
shows screenshots of mobile application estimating object 
distance. 
 
Table 1. Model-1 Evaluation Results at 100 cm in Range 
 

100 cm Range Object Distance Estimation Accuracy Evaluation 
Results 

 Couch Chair Bed Refrigerator 
Is Object 
Detected 

Yes Yes Yes Yes 

Inference Time 554ms 624ms 513ms 446ms 
Actual Distance 100 cm 100 cm 100 cm 100 cm 

Estimated 
Distance 

100 cm 100 cm 100 cm 100 cm 

Distance 
Estimation Error 
(cm) 

0 cm 0 cm 0 cm 0 cm 

Obstacle or Not Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Mobile Real-
time Audio 
Output 
Notification 

Caution 
Obstacle 
Ahead 
Couch 

Distance 
100 cm 
Proceed 
with Care 

Caution 
Obstacle 

Ahead Chair 
Distance 
100 cm 
Proceed 
with Care 

Caution 
Obstacle 

Ahead Bed 
Distance 100 
cm Proceed 
with Care 

Caution Obstacle 
Ahead 

Refrigerator 
Distance 100 cm 

Proceed with 
Care 

Objects Accurately 
Detected 

4/4 

Objects Not 
Detected 

0/4 

Obstacles 
Accurately 
Identified 

4/4 

Obstacles Not 
Identified 

0/4 

Total Distance 
Estimation 
Accuracy 

100 % 

 
We evaluate experiment-1 research results of large indoor 
objects detection for visually challenged people couch, chair, 
bed and refrigerator, a distance of 100 cm (refer to Table 1).  
At a distance of 100 cm, large indoor objects couch, chair, 
bed and refrigerator were classified and detected by drawing 
a bounding box around objects.  According to experiment-1 
research results at a distance of 100 cm, mobile applications 
could detect 4 out of 4 objects.  At the distance of 100 cm 
mobile application calculated the distance to the couch with 
100% accuracy.  At the distance of 100 cm mobile application 
calculated the distance to the chair with 100% accuracy.  At 
the distance of 100 cm mobile application calculated the 
distance to the bed with 100% accuracy.  At the distance of 
100 cm mobile application calculated the distance to the 
refrigerator with 100% accuracy.  To evaluate the algorithm's 
performance, at a distance of 100 cm mobile application 
estimated the distance to the large objects with 100% 
accuracy. 
 
At a distance of 120 cm, large indoor objects couch, chair, 
bed and refrigerator were classified and detected by drawing 
a bounding box around objects.  According to experiment-1 
research results at a distance of 120 cm, mobile applications 
could detect 4 out of 4 objects.  At the distance of 120 cm 
mobile application calculated the distance to the couch with 
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100% accuracy.  At the distance of 120 cm mobile application 
calculated the distance to the chair with 100% accuracy.  At 
the distance of 120 cm mobile application calculated the 
distance to the bed with 100% accuracy.  At the distance of 
120 cm mobile application calculated the distance to the 
refrigerator with 100% accuracy.  To evaluate the algorithm's 
performance, at a distance of 120 cm mobile application 
estimated the distance to the large objects with 100% 
accuracy. Table 2 presents 120 cm in range evaluation results. 
 
Table 2. Model-1 Evaluation Results at 120 cm in Range 
 
 

120 cm Range Object Distance Estimation Accuracy Evaluation Results 

 Couch Chair Bed Refrigerator 
Is Object 
Detected 

Yes Yes Yes Yes 

Inference Time 549ms 610ms 440ms 583ms 

Actual Distance 120 cm 120 cm 120 cm 120 cm 

Estimated 
Distance 

120 cm 120 cm 120 cm 120 cm 

Distance 
Estimation Error 
(cm) 

0 cm 0 cm 0 cm 0 cm 

Obstacle or Not Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Mobile Real-
time Audio 
Output 
Notification 

Caution 
Obstacle 

Ahead Couch 
Distance 120 
cm Proceed 

with Care 

Caution 
Obstacle 

Ahead Chair 
Distance 120 
cm Proceed 

with Care 

Caution 
Obstacle 

Ahead Bed 
Distance 120 
cm Proceed 

with Care 

Caution Obstacle 
Ahead 

Refrigerator 
Distance 120 cm 

Proceed with Care 

Objects Accurately 
Detected 

4/4 

Objects Not 
Detected 

0/4 

Obstacles 
Accurately 
Identified 

4/4 

Obstacles Not 
Identified 

0/4 

Total Distance 
Estimation 
Accuracy 

100 % 

 
According to experiment-1 research results at a distance of 
150 cm, mobile applications could detect 4 out of 4 objects.  
At the distance of 150 cm mobile application calculated the 
distance to the couch with 100% accuracy.  At the distance of 
150 cm mobile application calculated the distance to the chair 
with 100% accuracy.  At the distance of 150 cm mobile 
application calculated the distance to the bed with 99% 
accuracy.  At the distance of 150 cm mobile application 
calculated the distance to the refrigerator with 100% accuracy.  
To evaluate the algorithm's performance, at a distance of 150 
cm mobile application estimated the distance to the large 
objects with 99.75% accuracy.  Table 3 presents 150 cm in 
range evaluation results. 
 
Table 3. Model-1 Evaluation Results at 150 cm in Range 
 

150 cm Range Object Distance Estimation Accuracy Evaluation Results 
 Couch Chair Bed Refrigerator 

Is Object 
Detected 

Yes Yes Yes Yes 

Inference Time 771ms 623ms 620ms 670ms 
Actual Distance 150 cm 150 cm 150 cm 150 cm 
Estimated 
Distance 

150 cm 150 cm 151 cm 150 cm 

Distance 
Estimation Error 
(cm) 

0 cm 0 cm 1 cm 0 cm 

Obstacle or Not Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Mobile Real-time 
Audio Output 
Notification 

Caution 
Obstacle 
Ahead 
Couch 

Distance 
150 cm 

Proceed with 
Care 

Caution 
Obstacle 

Ahead Chair 
Distance 
150 cm 

Proceed with 
Care 

Caution 
Obstacle 

Ahead Bed 
Distance 151 
cm Proceed 
with Care 

Caution Obstacle 
Ahead 

Refrigerator 
Distance 150 cm 

Proceed with 
Care 

Objects Accurately 
Detected 

4/4 

Objects Not 
Detected 

0/4 

Obstacles 
Accurately Identified 

4/4 

Obstacles Not 
Identified 

0/4 

Total Distance 
Estimation Accuracy 

99.75 % 

 
According to experiment-1 research results at a distance of 
200 cm, mobile applications could detect 4 out of 4 objects.  
At the distance of 200 cm mobile application calculated the 
distance to the couch with 99% accuracy.  At the distance of 
200 cm mobile application calculated the distance to the chair 
with 99% accuracy.  At the distance of 200 cm mobile 
application calculated the distance to the bed with 100% 
accuracy.  At the distance of 200 cm mobile application 
calculated the distance to the refrigerator with 99% accuracy.  
To evaluate the algorithm's performance, at a distance of 200 
cm mobile application estimated the distance to the large 
objects with 99.25% accuracy.  Table 4 presents 200 cm in 
range evaluation results. 
 
Table 4. Model-1 Evaluation Results at 200 cm in Range 
 

200 cm Range Object Distance Estimation Accuracy Evaluation Results 

 Couch Chair Bed Refrigerator 
Is Object Detected Yes Yes Yes Yes 
Inference Time 575ms 627ms 611ms 560ms 
Actual Distance 200 cm 200 cm 200 cm 200 cm 
Estimated 
Distance 

201 cm 201 cm 200 cm 201 cm 

Distance 
Estimation Error 
(cm) 

1 cm 1 cm 0 cm 1 cm 

Obstacle or Not Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An 
Obstacle 

Yes, An Obstacle 

Mobile Real-time 
Audio Output 
Notification 

Caution 
Obstacle 

Ahead Couch 
Distance 201 
cm Proceed 
with Care 

Caution 
Obstacle 

Ahead Chair 
Distance 201 
cm Proceed 
with Care 

Caution 
Obstacle 

Ahead Bed 
Distance 200 
cm Proceed 
with Care 

Caution Obstacle 
Ahead Refrigerator 
Distance 201 cm 

Proceed with Care 

Objects Accurately 
Detected 

4/4 

Objects Not Detected 0/4 

Obstacles Accurately 
Identified 

4/4 

Obstacles Not 
Identified 

0/4 

Total Distance 
Estimation Accuracy 

99.25 % 

5.2 Object Detection and Distance Estimation 
Custom (Model-2) 

In experiment-2 custom deep learning model-2 was trained 
using a custom dataset.  To detect custom indoor objects along 
with distance, the walking stick, door and cupboard.  At the 
time of research, no dataset was available open free for 
download without copyright for object classes walking stick, 
cupboard and bedroom doors. We collected dataset images for 
this research, we labelled and annotated images and trained a 
custom object detection deep learning model using our novel 
dataset.  During experiment-2, our research aim was to 
evaluate mobile deep learning-based custom indoor object 
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detection and distance estimation for visually impaired people.  
First, we collect data on custom objects using a mobile 
camera. Then we analysis and evaluate collected data for 
indoor custom object detection and classification and distance 
estimation evaluation by comparing actual and estimated 
distance.  Mobile applications real-time detect custom objects. 
Mobile application classifies objects with estimated distance 
and results in a voice as feedback. The mobile camera captures 
real-time video frames. The mobile deep learning module 
processes frames, and the distance estimation algorithm 
estimates the distance to the object, and the voice module 
provides speech output. 
 
Mobile deep learning-based android application with video 
frame input size 300*300, our experiment recorded actual 
distance results of estimated distance, distance estimation 
error and distance estimation accuracy.  Mobile deep learning-
based android application for visually challenged people 
object walking stick placed at the actual distance of 100 cm 
mobile application estimated distance 100 cm, object walking 
stick placed at the actual distance of 120 cm mobile 
application estimated distance 121 cm, object walking stick 
placed at the actual distance of 150 cm mobile application 
estimated distance 149 cm, similarly walking stick at the 
actual distance of 200 cm mobile application estimated 
distance as 200 cm.  Figure 10 shows screenshots of mobile 
application estimating object distance. 
 

 
 

Figure 10. Walking Stick Distance Estimation 
 
Mobile deep learning-based android application for visually 
challenged people object door placed at the actual distance of 
100 cm mobile application estimated distance 100 cm, object 
door placed at the actual distance of 120 cm mobile 
application estimated distance 120 cm, object door placed at 
the actual distance of 150 cm mobile application estimated 
distance 151 cm, similarly door at the actual distance of 200 
cm mobile application estimated distance as 200 cm.  Figure 
11 shows screenshots of mobile application estimating object 
distance. 

 
 

Figure 11. Door Distance Estimation 
 
Mobile deep learning-based android application for visually 
challenged people object wardrobe placed at the actual 
distance of 100 cm mobile application estimated distance 100 
cm, object wardrobe placed at the actual distance of 120 cm 
mobile application estimated distance 120 cm, object 
wardrobe placed at the actual distance of 150 cm mobile 
application estimated distance 150 cm, similarly wardrobe at 
the actual distance of 200 cm mobile application estimated 
distance as 200 cm.  Figure 12 shows screenshots of mobile 
application estimating object distance. 
 

 
 

Figure 12. Wardrobe Distance Estimation 
 
In experiment-2 we evaluated custom Model-2 objects 
detection and distance estimation for custom objects walking 
stick, door and wardrobe a distance of 100cm, 120cm, 150cm 
and 200cm. At a distance of 100 cm, custom indoor objects 
walking stick, door and wardrobe were classified and 
detected by drawing a bounding box around objects.  
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According to experiment-2 research results at a distance of 
100 cm, mobile applications detect 3 out of 3 objects.  At the 
actual distance of 100 cm mobile application calculated the 
distance to the walking stick 100 cm accuracy with 0 cm 
distance estimation error.  At the actual distance of 100 cm 
mobile application calculated the distance to the door 100 cm 
accuracy with 0 cm distance estimation error.  At the actual 
distance of 100 cm mobile application calculated the distance 
to the wardrobe 100 cm accuracy with 0 cm distance 
estimation error.  Table 5 shows custom model-2 evaluation 
results at 100 cm in range.   
 
Table 5. Custom Model (Model-2) Evaluation Results at 
100 cm in Range 
 

100 cm Range Object Distance Estimation Accuracy Evaluation Results 
 Walking Stick Door Wardrobe 

Is Object Detected Yes Yes Yes 
Inference Time 405ms 545ms 501ms 
Actual Distance 100 cm 100 cm 100 cm 
Estimated 
Distance 100 cm 100 cm 100 cm 

Distance 
Estimation Error 
(cm) 

0 cm 0 cm 0 cm 

Obstacle or Not No Obstacle Yes, An 
Obstacle 

Yes, An 
Obstacle 

Mobile Real-time 
Audio Output 
Notification 

Walking Stick 
Distance 
100 cm 

Caution 
Obstacle Ahead 
Door Distance 

100 cm Proceed 
with Care 

Caution Obstacle 
Ahead Wardrobe 
Distance 100 cm 

Proceed with Care 

Objects Accurately 
Detected 3/3 

Objects Not Detected 0/3 
Obstacles Accurately 
Identified 2/2 
Obstacles Not 
Identified 0/2 
Total Distance 
Estimation Accuracy 100 % 

 
Based on the finding from experiment-2 research results at a 
distance of 120 cm, mobile applications detect 3 out of 3 
objects.  At the actual distance of 120 cm mobile application 
calculated the distance to the walking stick with 121 cm with 
distance estimation error 1 cm.  At the actual distance of 120 
cm mobile application calculated the distance to the door with 
120 cm with distance estimation error 0 cm.  At the actual 
distance of 120 cm mobile application calculated the distance 
to the wardrobe with 120 cm with distance estimation error 0 
cm.  Table 6 shows custom model-2 evaluation results at 120 
cm in range.   
 
Table 6. Custom Model (Model-2) Evaluation Results at 
120 cm in Range 
 

120 cm Range Object Distance Estimation Accuracy Evaluation Results 
 Walking Stick Door Wardrobe 

Is Object Detected Yes Yes Yes 
Inference Time 526ms 629ms 455ms 
Actual Distance 120 cm 120 cm 120 cm 
Estimated Distance 121 cm 120 cm 120 cm 
Distance Estimation 
Error (cm) 

1 cm 0 cm 0 cm 

Obstacle or Not No Obstacle Yes, An Obstacle Yes, An Obstacle 
Mobile Real-time 
Audio Output 
Notification 

Walking Stick 
Distance 
121 cm 

Caution Obstacle 
Ahead Door 

Distance 120 cm 
Proceed with Care 

Caution Obstacle 
Ahead Wardrobe 
Distance 120 cm 

Proceed with Care 
Objects Accurately 
Detected 

3/3 

Objects Not Detected 0/3 
Obstacles Accurately 
Identified 

2/2 

Obstacles Not Identified 0/2 
Total Distance 
Estimation Accuracy 

99.66 % 

Based on the finding from experiment-2 research results at a 
distance of 150 cm, mobile applications detect 3 out of 3 
objects.  At the actual distance of 150 cm mobile application 
calculated the distance to the walking stick with 149 cm with 
distance estimation error 1 cm.  At the actual distance of 150 
cm mobile application calculated the distance to the door with 
151 cm with distance estimation error 1 cm.  At the actual 
distance of 150 cm mobile application calculated the distance 
to the wardrobe with 150 cm with distance estimation error 0 
cm.  Table 7 shows custom model-2 evaluation results at 150 
cm in range.   
 
Table 7. Custom Model (Model-2) Evaluation Results at 
150 cm in Range 

 
 

150 cm Range Object Distance Estimation Accuracy Evaluation Results 

 Walking Stick Door Wardrobe 
Is Object 
Detected 

Yes Yes Yes 

Inference Time 430ms 609ms 612ms 
Actual Distance 150 cm 150 cm 150 cm 
Estimated 
Distance 

149 cm 151 cm 150 cm 

Distance 
Estimation Error 
(cm) 

1 cm 1 cm 0 cm 

Obstacle or Not No Obstacle Yes, An 
Obstacle 

Yes, An 
Obstacle 

Mobile Real-time 
Audio Output 
Notification 

Walking Stick 
Distance 
149 cm 

Caution Obstacle 
Ahead Door 

Distance 151 cm 
Proceed with Care 

Caution Obstacle 
Ahead Wardrobe 
Distance 150 cm 

Proceed with Care 
Objects Accurately 
Detected 

3/3 

Objects Not 
Detected 

0/3 

Obstacles 
Accurately Identified 

2/2 

Obstacles Not 
Identified 

0/2 

Total Distance 
Estimation Accuracy 

99.33 % 

 
According to experiment-2 research results at a distance of 
200 cm, mobile applications detect 3 out of 3 objects.  At the 
actual distance of 200 cm mobile application calculated the 
distance to the walking stick 200 cm accuracy with 0 cm 
distance estimation error.  At the actual distance of 200 cm 
mobile application calculated the distance to the door 200 cm 
accuracy with 0 cm distance estimation error.  At the actual 
distance of 200 cm mobile application calculated the distance 
to the wardrobe 200 cm accuracy with 0 cm distance 
estimation error.  Table 8 shows custom model-2 evaluation 
results at 200 cm in range.   
 
Table 8. Custom Model (Model-2) Evaluation Results at 
200 cm in Range 
 

200 cm Range Object Distance Estimation Accuracy Evaluation Results 

 Walking Stick Door Wardrobe 
Is Object 
Detected 

Yes Yes Yes 

Inference Time 611ms 600ms 498ms 
Actual Distance 200 cm 200 cm 200 cm 
Estimated 
Distance 

200 cm 200 cm 200 cm 

Distance 
Estimation Error 
(cm) 

0 cm 0 cm 0 cm 

Obstacle or Not No Obstacle Yes, An 
Obstacle 

Yes, An 
Obstacle 

Mobile Real-time 
Audio Output 
Notification 

Walking Stick 
Distance 
200 cm 

Caution Obstacle 
Ahead Door 

Distance 200 cm 
Proceed with 

Care 

Caution Obstacle 
Ahead Wardrobe 
Distance 200 cm 

Proceed with Care 
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Objects Accurately 
Detected 

3/3 

Objects Not 
Detected 

0/3 

Obstacles 
Accurately Identified 

2/2 

Obstacles Not 
Identified 

0/2 

Total Distance 
Estimation Accuracy 

100 % 

Comparison of (Model-1) and (Model-2)  

Table 9. Model-1 and Custom Model (Model-2) 
Evaluation Results Comparison 
 

 Model-1 
Summarized Evaluation Result 

(Couch, Chair, Bed, 
Refrigerator) 

Model-2 Custom Model 
Summarized Evaluation Result 
Estimation Accuracy (Walking 

Stick, Door, Wardrobe) 
 Actual 

Objects/ 
Detected 
Objects 

Distance 
Estimation 
Accuracy 

Actual 
Objects/ 
Detected 
Objects 

Distance 
Estimation 
Accuracy 

100 cm 4/4 100 % 3/3 100% 
120 cm 4/4 100 % 3/3 99.66% 
150 cm 4/4 99.75 % 3/3 99.33% 
200 cm 4/4 99.25 % 3/3 100% 

Total 16/16  12/12  
100% 99.75% 100% 99.75% 

 
 

Table 9 shows the Model-1 and Custom Model (Model-2) 
Evaluation Results Comparison.  Model-1 detected 16 out of 
16 objects at the distance of 100cm, 120cm, 150cm and 
200cm.  Custom model-2 detected 12 out of 12 objects at the 
distance of 100cm, 120cm, 150cm and 200cm.  MobileNet-
V2-based Model-1 99.75% accurately estimated distance 
objects placed at 100cm, 120cm, 150cm and 200cm.  Our 
proposed mobile deep learning custom model-2 99.75% 
accurately estimated distance objects placed at 100cm, 
120cm, 150cm and 200cm.  Our research finding shows the 
effectiveness of our proposed framework for mobile object 
detection and distance estimation.  This is because our 
framework relies on the success of the deep learning model 
real-time object recognition to calculate object range.  Table 
10 shows the limitations of the existing Apple App Store and 
Google Play store-published object detection navigation 
Apps for visually challenged people.   
 
Table 10. Limitations of the Existing Apple App Store 
and Google Play Store Navigations Apps for Object 
Detection to Assist Visually Impaired or Blind People. 
 

 
Limitations of the existing Apple app store and Google play 
store published navigations apps for the visually challenged 
peoples. 

 Object 
Detection 

Voice 
Feedback 

Obstacle 
Detection Offline App Distance 

Estimation 
Seeing AI 
[18] 

Preview 
Available   

Limited 
Functions  

EnvisionAI 
[19]      
AipolyVision 
[20]      

TapTapSee 
[21] 

Image 
upload to 
the cloud     

Be My Eyes 
[22]      
Our 
Proposed 
Framework 

     

 

6. Conclusion 
 
In this research, we propose a mobile deep learning-based 
object identification and range estimation framework locally 
on a mobile device to detect and classify objects in real-time 
using a built-in camera with voice commentary to assist 
visually challenged people in safe indoor navigation.  Most 
published navigational apps for visually challenged people 
require a good internet connection.  The existing systems that 
assist the visually challenged in navigation lack real-time 
raising alerts/ warnings in case of obstacle detection.  In the 
past, several pieces of research have been done to identify and 
recognize objects in digital images or videos but do not 
estimate object distance.  Results demonstrate that our custom 
dataset-trained mobile deep learning model effectively 
detects indoor objects for visually impaired people.  Model-1 
detected 16 out of 16 objects door, couch, chair, bed and 
refrigerator at 100cm, 120cm, 150cm and 200cm, with a 
distance estimation accuracy of 99.75%.  Our custom dataset 
trained custom mobile deep learning model-2 detected 12 out 
of 12 objects, walking stick, wardrobe and refrigerator at 
distances of 100cm, 120cm, 150cm and 200cm with a 
distance estimation accuracy of 99.75%.  The findings show 
that the mobile deep learning-based application effectively 
identifies indoor objects and estimates range with voice 
guidance to assist visually impaired people in safe indoor 
navigation.  A dearth of research has been reported on deep 
learning models trained using the dataset, and the deep 
learning feature extraction technique classifies objects with 
distance.  It is vital and imperative to fill this research gap in 
the research domain, and the stated research gap is the basis 
of this study's proposed framework. 
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