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Abstract 

An Internet of Things (IoT)-enabled blockchain helps to ensure quick and efficient immutable transactions. Low-power IoT 
integration with the Bitcoin network has created new opportunities and difficulties for blockchain transactions. Utilising data 
gathered from IoT-enabled devices, this study investigates the application of ML regression models to analyse and forecast 
Bitcoin transaction patterns. Several ML regression algorithms, including Lasso Regression, Gradient Boosting, Extreme 
Boosting, Extra Tree, and Random Forest Regression, are employed to build predictive models. These models are trained 
using historical Bitcoin transaction data to capture intricate relationships between various transaction parameters. To ensure 
model robustness and generalisation, cross-validation techniques and hyperparameter tuning are also applied. The empirical 
results show that the Bitcoin cost prediction of blockchain transactions in terms of time series. Additionally, it highlights the 
possibility of fusing block- chain analytics with IoT data streams, illuminating how new technologies might work together 
to enhance financial institutions. 
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1. Introduction

The digital currency known as Bitcoin was created to 
function as a private, irreversible payment 
mechanism utilizing peer-to-peer networks and open-
source software. Since Bitcoin has no physical form and 
is not supported by any organization or government [1]. 
Bitcoin was inspired by the concept of cryptocurrency 
or computer-generated money [2], [3]. Cryptocurrencies 
are only forms of digital, computer-created money. It uses 
cryptographic techniques to safeguard transactions. To 
create tamper-proof records  
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of shared transactions, IoT facilitates data flow from 
Internet-connected devices to Blockchain networks [3], 
[4]. Bitcoin is kept in electronic wallets, which can be 
either hardware or software-based. Private keys kept in 
wallets provide users access to and control over their Bitcoin 
assets [4], [5]. Although the cryptographic structure of the 
blockchain makes Bitcoin transactions usually safe, users 
must take security measures to guard their private keys and 
wallets against theft or hacking. This paper intends to 
categorise various Bitcoin transactions using machine 
learning (ML) approaches to better understand 
organizational and management aspects of regulation and 
compliance
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1.1. Motivation 

Tremendous possibilities for a variety of applications and 
insights can result from the combination of Bitcoin 
with machine learning. The following is the rationale 
for com bining Bitcoin and ML: 
a) Price Forecast: Regression models and other
machine learning algorithms may be taught to
analyse previous Bitcoin price data and forecast
future price changes. Despite the volatility of
cryptocurrency markets, machine learning
algorithms may be able to discern patterns and
trends that human traders would find challenging 
to spot.
b) Trading Strategies: Using a variety of
indicators, market sentiment research, and
historical data, traders and investors may create
and improve trading strategies. Algorithms can
process and analyse massive volumes of data in
real-time to help traders make better-educated
decisions.
c) To obtain insights, make wise judgements,
and build strategies in the dynamic and ever-
evolving world of cryptocurrencies, it is possible
to use Bitcoin in combination with machine
learning.

1.2.Contributions 

The following is a summary of this article’s contributions: 
a) Develop a classification approach or methodology to
forecast the closing price of Bitcoin using ML regression
methods. This may require a unique combination of
features, a revolutionary model design, or a novel ensemble
method on a dataset of Bitcoin transactions.
b) Investigate sophisticated ensemble approaches or meta-
learning methods that judiciously combine many
regression models, potentially modifying the weights or
configurations of the models depending on past
performance.
c) Comparison between different types of regression
models on the Bitcoin transactions dataset [6–8].

1.3.Structure of the paper 

The rest of the article is structured as follows: Section 2 
contains related content. In Section 3, a problem 
formulation is offered. The specifics of the proposed 
method are covered in Section 4. The outcomes and 
analysis of the suggested models based on ma- chine 
learning are presented in Section 5. The Section 6 provides 
a conclusion and the work’s future scope. 

2. Related Works

There is a dearth of studies on how to correctly 
anticipate Bitcoin values using ML algorithms [9] employed 
a latent source model created by [10] to forecast Bitcoin's 
price, resulting in an 89% return in 50 days and a ratio of 
4:1.  

It has also been investigated [3]   how   to   estimate  
Bitcoin   values   using   text   data   from   social   media  
and   other   sources,   and   this   study   looked    at    the 
frequency,    net- work hash rate, and amount of Wikipedia 
views in addition to sentiment analysis with support 
vector machines to study the connection between Google 
Trends views, tweets, and the price of bitcoin. Similar ideas 
were utilised in [11], but instead of fore- casting trade 
volume using Bitcoin's price, they used Google Trends 
views. The often small sample size and propensity for 
incorrect information to proliferate on message boards like 
Reddit or through other (social) media channels like 
Twitter, which artificially inflate or deflate prices, are two 
drawbacks of such a study, albeit [8]. On Bitcoin    exchanges, 
there is very little liquidity. As a result, there is a greater 
possibility of market manipulation. Thus, the emotion 
expressed on social media is not further taken into ac- count. 
Support vector machines (SVM) and artificial neural 
networks were used to analyse the Bitcoin blockchain and 
predict the price of the cryptocurrency [12]. A typical ANN 
reported 55% accuracy in price direction. They concluded 
that there was minimal predictability when utilising solely 
blockchain data. SVM, Random Forests, and Bino mial 
generalised linear model (GLM) were used with blockchain 
data by [13], who also noted prediction accuracy above 97% 
but limited the generalizability of their findings by not 
cross-validating their models. A disadvantage of both RNN 
and LSTM training is the significant computation required. 
For example, training 50 distinct MLP models using a 
network of 50 days Since NVIDIA developed the CUDA 
framework in 2006, a growing number of applications, 
including machine learning, have been developed that     
utilise the GPU's massively parallel capabilities. reported 
that training and testing of their ANN model was over three 
times faster when utilising a GPU as compared to a CPU. 
Similar to [14], classification time increased by an order of 80 
times when using an SVM implemented on a GPU as 
opposed to an alternative SVM method performed on a 
CPU [15]. 

3. Problem Formulation

The volume of transactions on IoT-enabled blockchains
is enormous, and each transaction is recorded [26], 
converted into a data block, and then added to a safe, 
immutable data chain that can only be extended [27]. 
Identification and classification of transactions out of 
millions of transactions in terms of close price and other 
parameters is a big challenge. There is no established 
method for choosing the data to train any model. Using the 
ML algorithm won’t necessrily guarantee correct results if 
the data is chosen improperly. For instance, the model can 
yield unsatisfactory results if we expected a strong fall for 
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Bitcoin but unintentionally selected a prior data piece from 
one. Therefore, it is essential to select the appropriate data 
to train a model to estimate Bitcoin ‘close’ prices. 

4. Proposed Mechanism

In this section, a proposed model, a dataset with a
preprocessing approach, and measurement factors are 
presented. The Bitcoin historical dataset [16] is used to test 
the machine learning regression algorithm [17]. The major 
goal of the proposed approach is to use an ensemble 
strategy to get reliable and accurate forecasts [18]. To 
successfully predict ensemble machine learning 
techniques, the following framework is provided in this 
study [19]. The workflow of the proposed scheme is 
depicted in       Fig. 1. 

Figure 1. The workflow of the Proposed Model 

There are some steps for a Bitcoin regression-based ML 
algorithm. 

• The first phase includes the historical Bitcoin
price dataset and relevant data (such as transaction 
volume, open, close, technical indicators, and
sentiment analysis). The dataset is being
preprocessed using some preprocessing
algorithms to handle null values, data scaling,
categorical variables, and unnamed rows and
columns to keep the dataset clean.

• Then, using the data, we generate training and test
sets. It is a time series, therefore make sure the
split maintains the temporal order of the data.

• Choose an approach based on regression that is
suitable for time-series pre- diction. The approach
could include random forest regression, gradient
boosting regression, extreme boosting, extra tree,
and lasso regression. To choose the most

significant features for the regression model, use 
methods like feature importance or correlation 
analysis. 

• After that, we apply methods like grid search or
randomized search to optimize hyperparameters.

• Apply the appropriate evaluation regression
metrics, such as Mean Absolute Error (MAE),
Mean Squared Error (MSE), Root Mean Squared
Error (RMSE), and R-squared to assess the
model’s performance.

• Create a trading strategy based on the model’s
forecasted Bitcoin price using the trained
regression model.

• And finally, in the last step, we simply deploy our
model.

4.1.Dataset 

The historical price of Bitcoin in US dollars [16], [20] is 
collected from the Kaggle website. The dataset contains 
1460 rows, or instances, representing 1 minute’s worth of 
data from 2017-09-13 to 2021-09-13, and 8 columns, or 
characteristics. Timestamp, High, Low, Open, Volume 
(BTC), Close, Volume (Currency), and Weighted Price are 
the columns listed here and shown in Fig 2. 

Figure 2. Dataset with features [16] 

4.2.Preprocessing 

In this phase, for data cleaning, we exclude the other 
6 columns from the dataset since our model only 
considers the closing price of the bitcoin for the relevant 
days and applies the regression model to forecast the 
price of the bitcoin. We also eliminate any instances or 
rows of data that contain missing values. 

4.3.Models 
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We used various types of regression ML approaches to 
evaluate the historical Bitcoin dataset. Due to the 
detection’s low processing needs, these methods have also 
been considered. There are five models we used on this 
dataset: LASSO [21], Gradient Boosting Regression, 
Extreme Gradient Boosting, Extra Trees Regressor, and 
Random Forest Regressor [21]. 

A ML regression model is a particular type of strategy 
used to predict continuous numerical values based on input 
data. Regression is a supervised learning method in which 
the model discovers a link between the input data and the 
target variable, or the value we want to predict. 

The regression model seeks to approximate this function 
by learning from a labelled training dataset. The function 
often takes the form of a mathematical equation. 

Regression algorithms come in many forms, but some 
that are used in this article are as follows: 

• Least Absolute Shrinkage and Selection
Operator (LASSO) regression
The ordinary least squares (OLS) cost function is
modified by a penalty factor in this particular sort
of linear regression [21]. The model is encouraged 
to choose and shrink the coefficients in the
direction of zero by this penalty term, which is
dependent on the absolute values of the model’s
coefficients. Since lasso regression has a
propensity to make some coefficients absolutely
zero, it is frequently used for feature selection
since it effectively eliminates some characteristics
from the model. The Lasso regression cost
function can be expressed as follows:

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝐶𝐶𝐹𝐹 = 𝑅𝑅𝑅𝑅𝑅𝑅 + 𝜆𝜆 ∗ 𝛴𝛴|𝛽𝛽𝐹𝐹| 

Where 𝑅𝑅𝑅𝑅𝑅𝑅 (residual sum of squares) is the sum
of squared differences between the predicted
values and the actual target values, just like in
ordinary least squares regression. 𝜆𝜆 (lambda) is
the regularization parameter or penalty term. It
controls the strength of the penalty applied to the
absolute values of the coefficients. Higher val ues
of 𝜆𝜆 result in more regularization, leading to more
coefficient shrinkage and feature selection. In this
context, represents the coefficients of the
regression model, which are the parameters to be
learned during the training process.

• Gradient Boosting Regression
Progressive Boosting For regression tasks,
regression is a potent ensemble machine learning
approach. It is a member of the group of boosting
algorithms that aggregate the predictions of
numerous weak learners, often decision trees, to
develop an effective forecasting model. Gradient
boosting is renowned for its great accuracy and
capacity for handling intricate data interactions.

• Extreme Gradient Boosting (XGBoost)

It is a sophisticated and incredibly effective 
version of the Gradient Boosting method that was 
created to handle massive datasets and achieve 
cutting-edge performance in a variety of ML 
applications [24], including regression. To 
enhance the overall effectiveness of the Gradient 
Boosting method, XGBoost incorporates several 
optimizations and regularization strategies. 

• Extra Trees Regressor
An ML algorithm from the ensemble learning
family is the Extra Trees Regressor [22]. It is a
variation of the Random Forest technique that is
employed for regression jobs that need to predict
a continuous numerical output. The acronym
“Extremely Randomised Tree” is “Extra Trees”.

• Random Forest Regressor
It is applied to problems involving regression in
which the objective is to foretell a continuous
numerical output. To build a more reliable and
precise predictive model, Random Forest [23]
combines the capabilities of many decision trees.

4.4.Measurement Factors 

It's crucial to assess a regression model using various kinds 
of evaluation measures to fully comprehend how well it 
performs. Different measures offer various perspectives on 
the model’s resilience, accuracy, and bias. Some common 
metrics for assessing regressors are listed below: 

• Mean Squared Error (MSE)
It computes the average squared difference
between the actual observed values and the values
that were anticipated. Understanding the size of
mistakes and determining how well a model
matches the data are two areas where MSE is very
helpful. Better model performance is indicated by
lower MSE values.

• Root Mean Squared Error (RMSE)
This assessment measure is frequently used in
regression analysis. The square root of the
squared differences between the actual observed
values and the anticipated values is calculated.
The accuracy and precision of a predictive
model's predictions may be evaluated using
RMSE.

• Mean Absolute Error (MAE)
This assessment measure is frequently used in
regression analysis. It calculates the mean
absolute difference between the actual observed
values and those that were projected. The model's
accuracy is measured simply and easily by MAE.

• R2(R Square)
A key statistic used in regression analysis to
assess how well a model fits the observed data is
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the coefficient of determination, sometimes 
known as R- squared. It offers a gauge for how 
effectively the independent variables (features) in 
a regression model explain the variability in the 
dependent variable (target). 

5. Results and Analysis

In this section, results and discussions are discussed. The
models are implemented in Jupyter. The simulation is 
carried out on an Intel Core i9-13900K 5.8 GHz proces sor 
with 32 GB of RAM and the Windows 10 operating 
system. 

In Fig. 3, the residuals graph for the best model, i.e., 
Lasso, Model residuals represent the differences between 
the actual observed values and the predicted values 
generated by the regression model. Analysing residuals can 
provide insights into the model’s performance, uncover 
patterns, and identify potential issues. Here the blue dots 
represent the training data and the green dots represent the 
testing data, In this graph we find out maximum dots are 
available between 0.00 to -0.01 which represents the 
minimum error. 

In Fig. 4, the prediction error graph for the best model, 
i.e., the Lasso model, indicates that this model is a good fit
for this dataset, so this concludes that it is an error- free
prediction. Here, the best fit and identity are shown in this
graph, along with the maximum number of best-fit data
points performed across the entire range of predicted values

Figure 5. Prediction Error Graph for Lasso Model 

The learning curve in Fig. 5 shows a model’s performance 
changes as the volume of training data rises. It can help 
determine whether a model is overfitting, underfitting, or 
reaching the right level of generalization. In this graph, we 
identify that learning curve data is in generalized form so 
we get accurate results from this model. 

In Fig. 6, the prediction of the close value of Bitcoin 
blockchain transactions ac- cording to the date is accurately 
predicted from the Historical Bitcoin Dataset. 

In Fig. 7, the performance indicators are used to 
compare and examine the out- comes. Lasso has a 
minimum MAE and maximum 𝑅𝑅2, and another model has  

Figure 3. Residuals for Lasso Model 

Figure 4. Learning Curve for Lasso Model 

Figure 6. Predicted close value for Lasso Model 
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a higher value of MAE. That’s why we conclude that the 
Lasso machine learning regressor model has a 
higher prediction rate than other models. We get an MAE 
value of 0.0038 and an R2 value is 1.000 in our finding. 
The result shoes that the peroformance of XGBoost 
model is better in terms of MAE, MSE, RSME, and R2. 

Figure 7. Comparative Analysis of ML Models 

6. Conclusion and Future Work

In this paper, we have proposed a technique for selecting 
the data range from which to train an ML regression 
prediction model. The work also studied many methods for 
predicting the price of Bitcoin using various ML 
algorithms. To train the prediction model is provided a 
more accurate outcome, which data fraction should be 
used, there is a gap in techniques. To create our model, we 
employed evaluations like RMSE, MAE, MSE, and R2. An 
accurate forecast is obtained after training a LASSO 
Predicts Model [24]. In future, Predicting liquidity patterns 
in Bitcoin exchanges can aid in optimizing trading 
strategies and executing large trades more efficiently [25]. 
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