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Abstract 
 
This paper represents the idea of implementing bio-inspired algorithms in designing an optimized PID controller to 
investigate the stability and improve the performance of the closed-loop CUK converter. Bio-inspired algorithms (BIA) such 
as Firefly Algorithm (FA), Particle Swarm Optimization (PSO) and Artificial Bee Colony (ABC) are stochastic optimization 
techniques and have been increasingly applied to attain optimal solution for designing and optimizing power converters in 
current times. The closed-loop transfer function of the CUK converter has been developed by the State Space Average (SSA) 
technique. This paper assesses both the cases of converter stability when it is integrated with the conventional PID controller 
and the BIA-PID controllers (FA-PID, PSO-PID, ABC-PID) and eventually compares the outcomes from all the controllers. 
For examining the stability of the system, three objective functions (IAE, ITAE, and ISE) and various performance 
specifications such as percentage of overshoot, rise time, settling time, and peak amplitude are tabulated. MATLAB and 
Simulink are used to carry out the simulations meticulously. Hence, a comparative analysis is illustrated in this paper to state 
a clear-sighted evaluation of the performances. 
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1. Introduction 

Bio-inspired algorithms (BIA) are nature-based algorithms 
pursuing artificial intelligence to execute optimized 
computation of complex and non-linear problems [1]. These 
algorithms are categorized according to their diverse 
inspirations and are cited as Genetic Algorithm, Ant Colony 
Optimization, Particle Swarm Optimization, Firefly 
Algorithm, Paddy Field Algorithm, Artificial Bee Colony 
Algorithm, Invasive Weed Colony Optimization, etc. which 
are witnessed to be implemented for optimizing the 
performance parameters in control systems, power systems, 
robotics, engineering, bioinformatics, computer networks, 
wireless networks, and many more areas [2-3]. These 
prominent search techniques have speedy adaptability and 
can outperform the traditional computational methods in 

terms of time and efficacy [4]. Among the BIAs, Firefly 
Algorithm (FA), Artificial Bee Colony (ABC), and Particle 
Swarm Optimization (PSO) are inspired by swarm 
intelligence (SI). SI is a multi-agent, decentralized system 
with coordinated motion and distributed consensus among the 
mass capable of satisfying tantamount objectives [5]. The 
swarm intelligence employed in the algorithms ensures that 
every autonomous agent learns from its surroundings through 
collaborative mannerisms analogous to swarm animals’ 
etiquette and thereby attains optimized outcomes swiftly. For 
instance, Firefly Algorithm (FA) follows the interactive 
routine of the bio-luminescent fireflies to coordinate the 
exploration of the swarm members in the search space. 
Whereas social skills of swarm beings inspired the PSO 
algorithm to find suitable results through a random yet 
collaboratively developed motion of the individuals in the 
search space. Meanwhile, ABC complies with the foraging 
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custom of honeybees to locate optimum solutions through 
constant evaluations of the food sources also referred to as 
solutions. Swarm intelligence attempts affluent exploitation 
of data which concentrates the search method within the 
vicinities of optimal solutions and simultaneously assists the 
procedure to escape from the confinement of the local minima 
materializing successful exploration of the search space [6]. 

One of the most popular application domains of the BIA 
is the power electronics domain. This paper aspires to 
investigate the respective implementation of the mentioned 
algorithms on a power converter system called Cuk. This 
power converter is a fourth-order system portraying non-
linearity due to its switching attributes [7]. Therefore, 
regulating the output voltage of the converter becomes quite 
arduous. The converter consists of four reactive components 
(two inductors and two capacitors) which can build undesired 
resonances in the regulation circuit. Furthermore, the Pulse 
Width Modulation (PWM) control mechanism cannot 
guarantee closed-loop stability [8]. To compensate for the 
stated issues and to meet the steady-state and transient 
requirements, a Proportional Integral-Derivative (PID) 
controller is integrated with the Cuk converter. This feedback 
control procedure effectively stabilizes and provides a 
superior command over the close loop response by adjusting 
the PID gains through the trial-and-error method [9]. But this 
technique not only makes it challenging to select the 
appropriate set of PID regulator gains to reach the optimized 
result but also requires a substantial amount of time to do so. 
Thus, an artificial intelligence algorithm is fused with the 
control mechanism so that the control system can 
comprehend and improve its capacities to deliver a more 
stable and effective response [10]. 

An ample amount of literature exists on the successful 
executions of the Bio-Inspired Algorithms in the field of 
power converters professed by many researchers [11-20]. 
One of such promising instances of work has been witnessed 
with Machine learning (ML) algorithms [21-29], artificial 
intelligence [30-39], and different applications of ML in 
healthcare sectors [40-49], and so many other cases [50-59]. 
Similarly, in [60], the authors directed an investigative study 
on the ABC-controlled MPPT on a solar PV model involving 
Buck converter and compared it to the conventional P&O 
algorithm to generate power. The study manifested higher 
stability and power production from the system infused with 
ABC with a difference of 2.34 kW. Moreover, the authors of 
the journal [61] exhibited an experimental study on stability 
assessment of the Buck converter with the traditional PID 
controller and the Genetic Algorithm (GA) combined PID 
controller. The study confirmed better optimization of the 
performance parameters in the shape of 4.17% overshoot, 
settling time of 0.000538 seconds, and rise time of 0.0000504 
seconds attained from the objective function IAE computed 
with the intelligent GA-PID algorithm. Furthermore, in [62], 
an extensive inspection was delivered on optimizing an 
interleaved DC-DC Boost converter (IBC) by incorporating 
PSO with a robust non-linear controller (RNC) to supervise 
the output of a fuel cell (FC). The PSO-RNC illustrated better 
responses with a distinct lowering of overshoot from 8.83 to 
0.97 in the second overshoot while being confronted with 

variable load and variable input voltage. And finally, this 
paper intends to conduct an overall retrospection on the 
applicability of FA, PSO, and ABC algorithms on PID 
interlaced with the Cuk converter to realize its optimum 
product. 

The paper illustrates the converter circuit design by the 
state-space averaging (SSA) process in Segment 2. A brief 
description of the Bio-Inspired Algorithms (FA, ABC, and 
PSO), the fitness functions, and BIA-PID application in the 
converter are presented in Segment 3. And ultimately 
simulations of the proposed control design, corresponding 
results, and overall stability analysis are depicted in Segment 
4. MATLAB was used as a programming tool to carry out all
the simulations. A model of the mentioned system is
demonstrated through MATLAB Simulink.

2. Methodology

2.1. Circuit Analysis of Cuk Converter in CCM   

Cuk converter can be defined as a series combination of buck-
boost topology. This inverting converter decreases or 
increases the voltage level while operating in two different 
switching actions. It assembles some striking features such as 
high efficiency, flexibility in size, the capability of changing 
polarity, power factor pre-regulation, capacitive energy 
transfer, and many more. The circuit diagram of the Cuk 
converter is illustrated in Figure 1 which includes a dc voltage 
source (Vin), two inductors (L1 and L2) and two capacitors 
(C1 and C2) as energy storing elements, MOSFET as a switch 
(Q), a diode (D) as current flow controlling component and a 
resistor (R0) as loading material. In CCM mode, the usage of 
capacitors is transferring energy from input to output portion 
and the current flowing through the inductors always has a 
finite value rather than zero. 
Assuming VC1, VC2 be the voltages across C1 and C2 
respectively and IL1, IL2 by the currents flowing through L1 
and L2 respectively, the two switching modes (ON and OFF) 
are demonstrated in Figure 2(a) and Figure 2(b) []. During the 
ON switching action (while Q is on), IL1 increases while 
developing the magnetic field in the inductor L1, the stored 
energy is transferred by the capacitor C1 to the output side and 
the voltage VC1 sets off the diode (D) by reverse biasing it. 
During the OFF, switching action (while Q is off), the flow 
of IL1 is sustained by reversing the polarity, the diode (D) is 
forward biased and the capacitor C1 is charged by utilizing 
the energy stored in the inductor L1 and is transferred to the 
output portion of the circuit. The energy stored in the inductor 
L2 and capacitor C2 is used for the load current supply. The 
sum of the currents flowing through the inductors must be 
equal to zero in the steady state while keeping the assumption 
that the voltage across capacitor C1 is constant. The ideal 
converter equation for the relationship between Vin and V0 
can be written as 
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inV d

V d
=

−
 (1) 

Where the duty cycle is denoted by d and by controlling 
d, the value of output voltage can be controlled. The 
disturbances of the circuit can be ignored with the variation 
in the duty cycle by using a controller. 

 

 
 
Figure 1. The circuit diagram of conventional Cuk 
converter 

 

 
 
Figure 2 (a). Cuk Converter while operating in ON 
switching condition 

 

 
 
Figure 2 (b). Cuk Converter while operating in OFF 
switching condition 

2.2. Mathematical Modeling of Cuk Converter        

The dynamic modeling of any converter involves major 
difficulties rather than any other electrical system for having 
the property of changing the circuit outline concerning the 
position or the state of the switches used in the converter 
diagram. For solving this problem, the State-Space Averaging 
Technique is used because of addressing the circuit elements 
as time-weighted, and therefore, the approximation of a non-
linear system to a linear system has become a common trend 
to follow. The State-space averaging method provides a 
different set of equations for each switching stage and a single 
equation is developed by making a linearly weighted average 
of each equation. 

 
For the ON stage condition: 

1 1' inX A X BV= +  0<t<dT (2) 

For OFF stage condition: 

2 2' inX A X B V= +  0<t<(1-d) T (3) 

 

0 1V C X=  during interval dT (4) 

 

0 2V C X=  during interval (1-d) T (5) 

The resulting time-weighted and averaged equations can be 
written as, 

1 2 1 2' [ (1 )] [ (1 )] inX A d A d X B d B d V= + − + + −  

 (6) 
 

0 1 2[ (1 )]V C d C d X= + −   (7) 

 

Considering CCM mode for a Cuk converter, two sets of 
equations are obtained according to the switching conditions. 
The differential equations are stated below: 

When switch Q is ON, 

1

1

inL VdI
dt L

=
 

 (8) 

 

[ ]2
1 2

2

1L
C C

dI V V
dt L

= −
 

(9) 
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1 2

1

C LdV I
dt C

= −   (10) 

 

2 2
2

2 0

1C C
L

dV VI
dt C R

 
= − 

 
  (11) 

When switch Q is OFF, 

 

[ ]1
1

1

1L
in C

dI V V
dt L

= −  (12) 

22

2

CL VdI
dt L

= −  
(13) 

1 1

1

C LdV I
dt C

=  
(14) 

2 2
2

2 0

1C C
L

dV VI
dt C R

 
= − 

 
 

(15) 

With the help of the above-mentioned differential 
equations, the weighted average matrices can be expressed as, 

2 2

1

1

2 0 2

0 0 0 0
1 10 0

10 0 0

1 10 0

L L
A

C

C R C

 
 
 −
 
 =  −
 
 
 −
  

 (16) 
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1 0 0 0
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 (18) 

 

1

1 2

1

0
0
0

L
B B B

 
 
 

= = =  
 
 
  

 (19) 

 

[ ]1 2 0 0 0 1C C C= = =  (20) 

 

[ ]1 2 0E E E= = =  (21) 

 

where, 1 2 (1 )A A d A d= + −  

 
1 2 (1 )B B d B d= + −  

 
1 2 (1 )C C d C d= + −  

 
1 2 (1 )E E d E d= + −  

  

3. Study of Bio-inspired Algorithm (BIA) 

3.1. Firefly Algorithm (FA)       

FA is a metaheuristic algorithm that has shown effectiveness 
in the field of optimizing non-linear, continuous, and 
complex designs in recent years [60]. Fireflies are colonial 
insects with the special feature of the glowing abdomen that 
serves as a significant tool of interaction within their colony. 
Based on this natural phenomenon, this algorithm was 
proposed by Yang where the brightness of the fireflies is 
associated with acquiring better results of the problem. Being 
unisexual, attraction among fireflies occurs irrespective of 
their sex and is proportional to their brightness [61]. Hence, 
the value of the objective function is linked with the 
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brightness of fireflies that is evaluated by assigning light 
intensity to each firefly based on their performance for 
optimization in this paper. Moreover, multiple iterations have 
been performed to ensure optimized solutions through the 
process of movement of the swarm population within the pre-
specified exploration area. In addition, a damping factor 
along with the randomization factor has been applied to 
secure swifter convergence. Therefore, the search technique 
is trained to minimize the cost function to obtain optimal 
control parameters of the proposed system.  

The equation to deduce the movement of each firefly in 
the algorithm is presented as such [61]: 

 
1 ( )i i j id d d d eτ τ τ τρ σ+ = + − +  (22) 

2
0 *exp( *( ) )ijhρ ρ η= −  (23) 

 
 Here, d represents the displacement of the firefly at 

different periods. The co-efficient of attraction is denoted by 
ρ and σ indicates the randomization factor. The co-efficient 
of light absorption is represented by η and e symbolizes the 
vector consisting of random values obtained from uniform 
distribution at time τ, which defines the range of search space. 
Table 1 shows the pseudocode of FA with the steps for 
finding out the optimum result. 

Table 1 Pseudocode of FA 

Step 1: Objective function: f(e), where ‘e’ defines values 
of error functions (IAE, ITAE, ISE) 

Step 2: Define decision variables number along with 
lower and upper bound 

Step 3: Specify the maximum iteration number (maxit) 
and swarm size (ns) 

Step 4: Set up a primary population of fireflies, di . (i = 
1, 2, 3,…, ns) 

Step 5: Generate light intensity ‘LI’ to connect it with f(e) 
Step 6: Assign absorption coefficient, η. 
Step 7: While (t < maxit) 
Step 8: For i = 1 : ns 
Step 9: For j = 1 : ns 
Step 10: If ( LIj > LIi ) 
Step 11: Alter attractiveness with distance h via exp(-ηh); 

move fireflies i towards j 
Step 12: Assess new solutions and enhance light 

intensity 
Step 13: End if 
Step 14: End for j 
Step 15: End for i 
Step 16: Identify the present best solution 
Step 17: End while 
Step 18: Visualization of result after post-processing 

 

3.2. Particle Swarm Optimization (PSO)        

In the perspective of applications, Particle Swarm 
Optimization (PSO) is very effective to solve non-
differentiable and multi-peak optimization problems, 
particularly in scientific and engineering researches [62]. The 
high accuracy and fast convergence speed of the algorithm 
ascertain the significant solution required in various 
controlling processes. The main feature of the PSO algorithm 
is stimulated by the cooperative nature of the swarms of 
flocks. PSO algorithm ensures the best fitness value by the 
iterative method. A group of random particles is assigned and 
the reflection of combination decision is portrayed through 
tracing the best fitness function [63]. After every iteration, the 
velocity is updated following by three factors-the velocities 
of the previous iteration, the particle best solution (pbest), and 
the global best solution (gbest). The displacement of their 
position is upgraded depending on the particles’ own best and 
swarms’ optimal position. This process is continued until the 
best fitness function is determined. Among the conditions of 
the termination criteria, attainment of maximum iteration or 
minimum error is mostly observed. The velocity and 
displacement equation according to the algorithm can be 
stated as: 

 
1

1 1 2 2( ) ( )i i i i iV WV C rand P d C rand G dτ τ τ τ+ = + − + −  

 (24) 

1 1
i i id d Vτ τ τ+ += +  (25) 

 
Here, W indicates the inertial weight, rand1 and rand2 are 
arbitrary numbers between the range (0, 1), C1, and C2 
represent acceleration constants. Here, Table 2 shows the 
pseudocode for the steps relating to PSO. 

Table 2 Pseudocode of PSO 

Step 1: Objective function: f(e), where ‘e’ defines values 
of error functions (IAE, ITAE, ISE) 

Step 2: Define decision variables number along with 
lower and upper bound 

Step 3: Specify PSO parameters such as Maximum 
iteration number (maxit), swarm size (ns), 
Inertia, Acceleration constants 

Step 4: For i = 1: ns 
Step 5: Set the value of di within admissible range 
Step 6: Set the value of Vi within admissible range 
Step 7: If f(Pfinest(i)) > f(Gfinest(i)) 
Step 8: Gfinest(i) = Pfinest(i) 
Step 9: End if 
Step 10: End for i 
Step 11: While (t < maxit) 
Step 12: For i = 1: ns 
Step 13: Evaluate particle’s velocity, Vi 
Step 14: Evaluate particle’s position, di 
Step 15: If f(di) > f(Pfinest(i)) 
Step 16: Pfinest(i) = di ; Particle’s best position 
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Step 17: End if 
Step 18: f(Pfinest(i)) > f(Gfinest(i)) 
Step 19: Gfinest(i) = Pfinest(i) ; Swarm’s best position 
Step 20: End if 
  
Step 21: End for i 
Step 22: End while 
Step 23: Visualization of result after post-processing 

3.3. Artificial Bee Colony (ABC)  

The ABC algorithm is one of the most straightforward and 
competent optimization algorithms under the discipline of 
swarm intelligence and it has displayed promising 
performance in computing complex and non-linear problems. 
This algorithm follows the food locating pattern of the honey 
bee colony to search for potential solutions and is executed 
by three categories of bees. The algorithm engages the 
employed bees to locate the food sources in the search space 
where each food source symbolizes one possible solution 
with 'D' optimized parameters. The fitness of the solutions 
depends on the nectar quantity in the food sources and the 
probability of the solutions is computed in terms of the 
fitness. This information is stored and shared by the employed 
bees with the onlooker bees where the latter select the 
candidate solutions by assessing their fitness. Some solutions 
do not display progress after going through the preconceived 
cycles referred to as the limit. Those are omitted from the 
search space and the employed bees converting to scout bees 
randomly create new food locations. The greedy selection 
mechanism is deployed to store the best solution with the 
optimum factors. This sequence is iterated till a 
predetermined number of cycles called Maximum Cycle 
Number (MCN) is completed. This stochastic algorithm 
implements optimization by balancing a few regulating 
parameters only. The relevant equations are stated below: 
 

( )ij ij ij ij kjd x x xϕ= + − ;  
where j∈1, 2, …., N 

(26) 

1

i
i N

ii

FITP
FIT

=

=
∑

 (27) 

( )( )
min max min()j new j j j

ix x rand x x= + −  

 (28) 

Here, N is the population. d denotes the new candidate 
solution and x represents the initially developed solutions. υ 
is the random amount between -1 to 1. P expresses the 
probability of solution with respect to fitness and FIT 
expresses the fitness of solution. xi j(new) is the new food 
source produced by scout bees. And finally, rand () generates 
arrays of random numbers whose elements are uniformly 
distributed in the interval (0, 1). In case of Table 3, 
pseudocode of ABC is explained and gathered in e suitable 
manner. Through this, the comparison can be easily 
distinguished with PSO, FA as well as ABC and the working 

principles can also be modified accordingly with the 
applications of the desired ones. 

Table 3 Pseudocode of ABC 

Step 1: Objective function: f(e), where ‘e’ defines values 
of error functions (IAE, ITAE, ISE) 

Step 2: Define decision variables number along with 
lower and upper bound 

Step 3: Specify the maximum iteration number (maxit) 
and colony size, onlooker bees (ns) 

Step 4: Create Initial colony 
Step 5: While (t < maxit) 
Step 6: For i = 1 : ns ; #Recruited bees 
Step 7: Find new bee position, evaluation and 

comparison 
Step 8: End for i 
Step 9: Calculate fitness values and selection 

probabilities 
Step 10: For j = 1 : ns ; # Onlooker Bees 
Step 11: Select Source Site (Roulette Wheel Selection) 
Step 12: Find new bee position, evaluation and 

comparison 
Step 13: End for j 
Step 14: If an employed bee converts to scout bee; 

#Scout Bee 
Step 15: Replace Pi with a new random solution 
Step 16: End if 
Step 17: Update best solution ever found 
Step 18: End while 
Step 19: Visualization of result after post-processing 

 

3.4. BIA-PID Controller        

Fitness functions are a mathematical expression that 
quantifies the system’s performance for optimization. In this 
paper, three fitness functions (IAE, ITAE, and ISE) are 
assessed to demonstrate competent regulation of the non-
linear, close-loop, PID integrated power converter system 
[64]. Through the investigating approach, satisfactory outputs 
are observed by decreasing the value of error functions. 
Hence, adequate control over the system outcome is attained 
by manipulating the fitness functions. 
 

( )
0

IAE e t dt
τ

= ∫  (29) 

( )
0

ITAE t e t dt
τ

= ⋅∫  (30) 

( )2

0

ISE e t dt
τ

= ∫  (31) 

PID controller exhibits the mechanism of controlling process 
variables by using control loop feedback. In this paper, a PID 
controller is adjoined with a Cuk converter system to provide 
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a better-regulated output voltage along with a thorough 
evaluation on stabilizing the non-linearity of the closed-loop 
power converter system by locating the suitable controller 
constants KP, KI, and KD [65].  
 
 
 

 
 
 
 

 
 
 

 
 
Figure 3. Simulink Model of Cuk Converter 

 

 
 
Figure 4. Simulink Model of PID Implemented Cuk Converter 

 
However, prolonged operational time and unsatisfactory 
tuning of the PID parameters are observed for a conventional 
PID controller. Hence, metaheuristic swarm intelligence FA, 
ABC, and PSO are employed with the existing control 
technique individually [66-67]. These algorithms compute 
the best locations of the swarm agents within the search space 

through multifarious iterations, generating best suited PID 
constants for optimizing the collective system. Afterward, 
these optimized PID parameters are utilized to estimate the 
fitness functions of the system in the shape of cited error 
functions (IAE, ITAE, and ISE). Consequently, superior 
values of performance parameters such as overshoot 
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percentage, settling time, rise time, and peak amplitude of 
step responses are affirmed by policing the procured fitness 
functions. This enables an extensive stability inspection of the 
collective system and delivers a distinguished regulation of 
the prevalent system response. 

4. Results 

The necessary simulations are performed in MATLAB and 
Simulink to obtain a comprehensive insight into the stability 
of the Cuk converter. Hence, the proposed parameters of the 
Cuk converter are tabulated in Table 4.  

Table 4 Parameters of Cuk Converter 

Parameter Symbol Value 
Voltage (input) Vin 15 V 
Switching 
Frequency fs 20 kHz 

Duty Cycle d 0.50 

Inductor L1 117 µH 
L2 50.4 µH 

Capacitor C1 1 mF 
C2 3 mF 

Load 
Resistance Ro 5 Ω 

Voltage (output) Vo 14.26 V 
 
Furthermore, the Simulink model of Cuk converter is 
designed and illustrated in Figure 3 form which the open-loop 
transfer function of the system is generated which is given 
below.  
 

3 3 4 2 7 11

4 2 3 4 2 7 11

3.364 10 2.362 10 2.488 10 5.355 10
1.795 10 1.439 10 1.564 10 5.648 10

x s x s x s x
s x s x s x s x

− − − −

− − − −

− − − −
+ + + +

 

 
Afterward, a PID controller is added with the open-loop 
system which is depicted in Figure 4 and hence, the closed-
loop transfer function is obtained. In Table 5, the output 
parameters of Cuk converter is manifested. We can have an 
idea about the gain values of kP, kI and kD for Cuk converter 
and also the performance parameters are shown. 

Table 5 Outputs of Cuk Converter 

Attribute Symbol Values 

Gain Values 
KP -211.25 
KI -8.41 
KD -21.63 

Performance 
Parameters 

%OS 8.72 
Tr 
(seconds) 2.50 

Ts 
(seconds) 23.7 

Peak 
Amplitude 1.09 

 
The step response of the closed-loop system with 
conventional PID controller is observed in Figure 5 where the 
overshoot was 8.72%. To reduce this initial overshoot, the 
PID parameters are tuned with bio-inspired algorithms and 
hence, the stability of the converter is witnessed with BIA-
PID controllers. 
 

 
 
Figure 5. Step Response of Conventional PID 
Controller. 

 

4.1 FA-PID        

At first, Firefly Algorithm (FA) is implemented for 
optimizing the gain values of the PID Controller. The 
parameters of FA are given in Table 6. 

Table 6 Parameters of Firefly Algorithm 

Parameter Symbol Value 
Mutual 
Coefficient α 0.2 

Attraction 
Coefficient β 2 

Light Absorption 
Coefficient γ 1 

Swarm Size - 100 

Table 7 Outputs Parameters of FA-PID Controller 

Attribute Symbols Values 
IAE ITAE ISE 

Gain 
Values 

KP -498.47 -495.75 -497.08 
KI -0.047 -0.05 -2.82 
KD -400 -397.69 -398.71 

Performan
ce 
Parameter 

%OS 1.91 1.95 2.18 
Tr (sec) 2.52 2.44 2.49 
Ts (sec) 19.6 19.1 21.7 
Peak 
Amplitude 1.02 1.02 1.02 

 

EAI Endorsed Transactions on 
AI and Robotics 

| Volume 2 | 2023 |



Implementation of Bio-inspired Algorithms in  
Designing Optimized PID controller for Cuk Converter for Enhanced Performance: A Software based Approach  

 
 
 
 

9 

In case of Table 7, we see that the output parameters of FA-
PID controller is shown and manifested. Value of kI is 
decreased with respect to traditional one while kP and kD are 
increased if we want to compare with the state-of-the-art 
method.  
 

 
 
Figure 6. Comparative Analysis of Step Responses 
for FA-PID Controller. 

Hence, rigorous simulation of FA-PID controller is 
performed by utilizing the error functions IAE, ITAE, and 
ISE for attaining optimum values of kP, kI, and kD. The 
corresponding responses of FA-PID controller for fitness 
functions IAE, ITAE, and ISE are tabulated in Table 4 and 
presented graphically in Figure 6. 

4.2 PSO-PID        

Secondly, Particle Swarm Optimization (PSO) is applied for 
the purpose of achieving optimized values of the PID 
controller. 

Table 8 Parameters of Particle Swarm Optimization 

Parameter Symbol Value 
Acceleration 
Constants 

C1 2 
C2 2 

Inertia Wmax 0.9 
Wmin 0.2 

Swarm Size - 100 

Table 9 Outputs Parameters of PSO-PID Controller 

Attribute Symbols Values 
IAE ITAE ISE 

Gain 
Values 

KP -500 -500 -500 
KI -2.33 -0.0001 -2.8966 
KD -400 -200.62 -347.47 
%OS 2.12 2.15 2.24 

Performan
ce 
Parameter 

Tr (sec) 2.49 1.90 2.33 
Ts (sec) 21.3 14.8 20.5 
Peak 
Amplitude 1.02 1.02 1.02 

 
 

 
 
Figure 7. Comparative Analysis of Step Responses 
for PSO-PID Controller. 

The parameters of PSO are mentioned in Table 8 and the 
optimum gain values, as well as performance parameters of 
the PSO-PID controller, are enlisted in Table 9. Value of kI is 
decreased only a small amount with respect to traditional one 
while kP and kD are slightly increased if we want to compare 
with the state-of-the-art method. Hence, Figure 7 represents a 
comparative analysis of step responses for different fitness 
functions. 

4.3 ABC-PID        

Lastly, Artificial Bee Colony (ABC) is employed to attain 
optimum values of the PID controller for the same population 
size and iteration number as FA and PSO. The parameters of 
the ABC algorithm are mentioned in Table 10. 

Table 10 Parameters of Artificial Bee Colony Algorithm 

Parameter Values 
Number of Onlooker Bees 1 per cycle 
Number of Employed Bees 50% of Swarm Size 
Number of Scout Bees 50% of Swarm Size 
Swarm Size 100 

Table 11 Outputs Parameters of ABC-PID Controller 

Attribute Symbols Values 
IAE ITAE ISE 

Gain 
Values 

KP -487.05 -349.39 -562.15 
KI -19.73 -3.11 -26.89 
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KD -1386.9 -303.30 -548.76 

Performan
ce 
Parameter 

%OS 2.50 3.13 3.29 
Tr (sec) 4.43 2.94 2.39 
Ts (sec) 33.5 25.8 23.0 
Peak 
Amplitude 1.03 1.03 1.03 

 
A comparative analysis of the step responses for various 
fitness functions in terms of ABC-PID controller is depicted 
in Figure 8.  In Table 11, the optimum gain values along with 
performance parameters of the ABC-PID controller are 
tabulated. Number of Onlooker Bees, employed bees, scout 
bees and swarm size are the parameters which are clearly 
depicted over here with the value 1 per cycle, 50% of swarm 
size, 50% of swarm size and 100 respectively. 
 

 
 
Figure 8. Comparative Analysis of Step Responses 
for ABC-PID Controller. 

4.4. Comparative Analysis        

From the data of Table 7 and Table 8, it is apparent that IAE 
gives a lower percentage of overshoot compared to ITAE and 
ISE for both FA-PID and PSO-PID. However, ITAE takes 
lesser time than IAE and ISE for both the settling time and 
the rise time. Yet, all the fitness function provides the same 
value of peak amplitude for both FA-PID and PSO-PID. For 
ABC-PID, IAE also provides a smaller percentage of 
overshoot than ITAE and ISE enlisted in Table 9. Despite that 
smaller time is taken by ITAE for the rise time and ISE for 
the settling time. Hence, it is evident that IAE provides a 
better result for all the BIA-PID controllers in terms of the 
percentage of overshoot. 

Table 15 Comparative Analysis among All Algorithms 

Attribute Controllers 
FA-PID PSO-PID ABC-PID 

Best Performing 
Fitness 
Function 

IAE IAE IAE 

Percentage of 
Overshoot 
(%OS) 

1.91 2.12 2.50 

Rise Time,  
Tr (s) 2.52 2.49 4.43 

Settling Time, 
Ts (s) 19.6 21.3 33.5 

Peak Amplitude 1.02 1.02 1.03 
 
 
In Table 15, performance parameters for IAE of FA-PID, 
PSO-PID, and ABC-PID are tabulated as a means to 
overserve comparative analysis and find the desirable BIA-
PID controller. In order to compare model performance with 
fewer features, a baseline was established using all 81 
features. The study employed five standalone machine 
learning models, two stacked regression models, and one 
voting regression model. Initially, default hyperparameters 
were used for training the models. Subsequently, 
hyperparameter optimization was conducted using the 
Random-Search CV algorithm to find the best combinations 
[68]. The resulting optimal hyperparameter configurations for 
each model can be found in Table 6.  

5. Conclusion 

In this paper, the bio-inspired metaheuristic algorithms-FA, 
PSO, and ABC are implemented on the PID controller of the 
close-loop feedback model of the Cuk power converter to 
overcome the dynamic and transient nature of the system. An 
analytical comparison among the results from the algorithms 
and a comprehensive stability inspection of the entire system 
is demonstrated in detailed manner. This paper illustrates the 
models for the Cuk power converter and PID integrated Cuk 
converter design simulated in MATLAB SIMULINK. In the 
result and simulation section, stability investigation of our 
system is conducted based on performance parameters of step 
responses. From assessing the tabulated data and figures, it is 
apparent that the best-optimized step response in the context 
of the percentage of overshoot is achieved from the objective 
function IAE of FA-PID layout with the smallest percentage 
of overshoot at 1.91. The optimal rise time of 1.90 seconds is 
obtained from the ITAE of the PSO-PID model which is the 
least among all the design results. The smallest settling time 
is 14.8 seconds which is procured from the ITAE of the PSO-
PID design. And the minimum peak amplitude is 1.02 which 
is generated by both FA-PID and PSO-PID models. Finally, 
it can be easily concluded that all the BIA-PID control 
schemes delivered better outcomes in maintaining a steady 
voltage output in the converter system compared to the 
conventional PID control system. 
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