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Abstract

One of the most evident and meaningful feedback about people’s emotions is through facial expressions.
Facial expression recognition is helpful in social networks, marketing, and intelligent education systems. The
use of Deep Learning based methods in facial expression identification is widespread, but challenges such as
computational complexity and low recognition rate plague these methods. Scatter Wavelet is a type of Deep
Learning that extracts features from Gabor filters in a structure similar to convolutional neural networks.
This paper presents a new facial expression recognition method based on wavelet scattering that identifies
six states: anger, disgust, fear, happiness, sadness, and surprise. The proposed method is simulated using
the JAFFE and CK+ databases. The recognition rate of the proposed method is 99.7%, which indicates the
superiority of the proposed method in recognizing facial expressions.
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1. Introduction
Sensory communication is communication between
humans that is much older than verbal communication.
This communication is so deep and rooted that it
is difficult to hide and deceive. He knows what is
happening in his environment [1]. These reactions are
clearly shown in the voice, the way the body moves,
and the face. A person may not express his feelings
honestly, but his facial expression, voice, and body
movements show his feelings with little error. Detection
of these states has many applications in psychological
sciences, social network data processing, marketing
systems, and intelligent education systems. One of
the most apparent and meaningful feedback about
people’s emotions is facial expressions. Studies on the
identification of emotions from faces date back to the
end of the 20th century [2–5]. After that, extensive
studies and research have been conducted to respond
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to the challenges and problems of the systems. In
these studies, several classifications have been made
for facial expressions, among which angry, happiness,
sad, surprised, standard, and surprised can be named[6]
and to improve the recognition rate of these states,
machine learning methods and techniques such as local
binary patterns, directional gradient histograms [7]
and support vector machine and k-nearest neighbor
[8] were used. Some of these methods have not been
successful, so studying facial expression recognition
is still considered one of the most exciting topics in
machine learning and pattern recognition. In 2012 [9],
Niz et al. proposed a new facial emotion recognition
method based on transient light flux and geometric
features. In this work, the three-dimensional features
of each image are extracted using photogrammetric
methods. The transient features are then obtained using
optical flow-based motion between successive images.
Classification is performed using a support vector
machine and artificial neural networks. In 2014 [10],
Loconsole et al. first determined 54 facial features using
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the Active Shape Model (ASM). Then, the positions of
the landmarks are used to extract two types of features,
namely linear and centrifugal features. To create the
eccentricity features, the eccentricity of the ellipses is
calculated. The linear distance between feature pairs is
calculated to determine linear features. In 2014 [11],
Saeed et al. determined eight face points in the first
image and detected the points manually. To address the
shortcomings of point localization, they used a training
point distribution model (PDM) to project viewpoints
onto viewpoint subspaces. Experiments were conducted
using the CK+ database. Similarly, Guimir et al. 2015
[12] used Elastic Bunch Graph Matching (EBGM) to
rank face features in the first frame and then track
them for other frames in time. AdaBoost is used with
an infinite machine learning classifier that includes
multiple classes to select the differential geometric
features. The results are 95.5% and 97.80% after tests
with the Multimedia Understanding Group (MUD)
and Cohn-Kanade (CK+) databases, respectively. In
2016, De Souza et al. presented a simple but
effective method for mode detection. This method
combines a convolutional neural network and an
extraordinary preprocessing step. This research found
that convolutional neural networks are primarily used
for big data because facial expression recognition has a
limited data range. To solve this problem, therefore, an
extreme preprocessing stage is used to prepare images
in large quantities and numbers in this method. The
data from three databases, CK+, JAFFE, and Bu3DFE,
are used to evaluate the proposed method, and the
results of this research have a recognition rate of
96.76%. In 2016 [13], Ghimire et al. presented a new
facial expression recognition method combining local
region-specific features and a Support Vector Machine.
These local region-specific features are often geometric
and produce different facial expressions than others.
One of the distinguishing innovations of this research
is that in most face recognition research [14], a person’s
face is divided into local regions. However, the entire
face region was used for identification in this research.

The geometric features are also calculated from
specific points, such as the corners of the lips, the
areas around the eyes, and the eyebrows, where the
facial expressions are visible with these points [15]. In
this study, after extracting the geometric features of
the face using a Support Vector Machine classification,
the feature vectors were classified into six classes,
and the results have shown the success of this study
in recognizing some facial expressions. The Coohan −
canade database was used to evaluate this research.
However, the main weakness of this method is the low
recognition rate in some situations, such as anger and
fear, which needed better recognition rates. Alizadeh et
al. (2017). [16] used a deep learning method for facial
expression recognition. In this method, the values of

the image pixels and the values obtained from applying
the directed gradient histogram method are used for the
inputs of the wrinkled neural networks.

The neural network has been implemented. This
study contains two convolutional layers. To prevent
overfitting of this network, methods such as stack
removal and normalization were used for the settings
of the second layer [17, 18]. After the convolution
phase and neural network, all images are classified.
This research used the cross-validation method for
cross-validation and determining the optimal parame-
ters. However, the results of this research could have
been better for iterations less than five and were less
than 90% in most cases. However, good results were
obtained for iterations more than 5 in recognizing facial
expressions, but the time and computational complex-
ity increased significantly. Qayyum et al. presented a
new method for facial expression recognition in 2017
[19]. This research introduced feature extraction as one
of facial expression recognition’s most critical and sig-
nificant phases. This descriptor significantly improves
the recognition rate of facial expressions by extract-
ing distinctive features in both the spectral and spa-
tial domains. This study claims that a combination
of horizontal and vertical wavelet subbands contains
complete information about facial muscle movements.
To reduce the dimensions of the feature vectors, a
discrete cosine transform is applied to each of the
mentioned subbands. Furthermore, in the last step,
the selected features are transmitted to a neural net-
work (feed-forward) trained with the backpropagation
algorithm [20]. In this research, two databases, jaffa
and CK+dataset, were used. The recognition rate of
facial expressions in these two studies was 98.83%
and 96.61%, respectively. Sariyanidi et al. proposed a
method based on a data-driven feature extraction struc-
ture in 2017 [21]. It represents the structure of facial
changes as a linear combination of local basis functions
whose coefficients are proportional to the brightness
intensity of the pixels. This research showed that a
linear model with Gabor fuzzy shift could calculate the
linear functions based on the framework [22, 23]. The
proposed method uses video images as training and
test data. The proposed method obtained more than
95% results, which cannot be considered very strong
compared to the results of other methods. Mvnir et
al. researched facial expression recognition compre-
hensively in 2018 [24]. This research combined the
challenges of facial expressions with challenges such as
changing the face’s light and changing the face’s angles,
which is considered very comprehensive and complete
research.

The proposed method is used for the first time to
combine Fast Fovrier and Contrast Limited Adaptir
HE to solve the luminance imbalance. Then the fused
binary code (MBPC) is generated for the pixel. Two
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bits per neighborhood are used to generate a 16-bit
code per pixel. This code fuses the local features to
improve the effectiveness of the face recognition system.
In conclusion, the MBPC method makes changes
along the edges and prominent patterns in the eyes,
eyebrows, mouth, and edges around the face. The
proposed method was performed on the wild Static
Facial Expression (SFEW) database, and the proposed
method was performed with 96.5% accuracy for facial
expression recognition. However, the proposed method
has one strength and two weaknesses [25]. First,
the proposed method has several. It has studied the
challenge, which has an acceptable scope. However,
first, this method is very computationally expensive,
and second, the recognition rate of facial expressions
could have been better.

According to what has been mentioned in the
literature and the background of the research, this
research area has yet to reach its ideals. In recent years,
in order to reach the desired ideals, more Deep Learning
methods have been used than other methods. More
has been used [26], but these methods are associated
with two problems: computational complexity and
recognition rate. Therefore, the need for a facial
expression recognition system with fewer errors and
less complexity is becoming more apparent. In this
paper, the paper has tried to present a method based
on the answer to the mentioned challenge. One of the
methods for extracting features from images, which
is considered a type of Deep Learning but does not
have the time and computational complexity of neural
networks, is the Scattering Wavelet [27].

What distinguishes this algorithm from other feature
extraction methods is that this algorithm has a very
high capability and accuracy in distinguishing similar
images belonging to different classes, even if the image
is subject to different types of damage. This descriptor
generates feature vectors for severe problems such
as noise or optical changes so that the classification
error is minimal. This paper aims to investigate the
performance of the proposed method in comparison
with some other machine-learning methods using two
databases of facial expressions. In the rest of this paper,
it is implemented in this way. Section 2 describes the
scattering wavelet, Section 3 interprets the method
proposed for this article, and Section 4 discusses the
results of this investigation. In the last part of this
paper, a broad conclusion from this article has been
drawn.

2. Scattering Wavelet

The coefficients, Fourier transform, and the subset of
this transform are reasonably stable against transmis-
sion. However, this transform is very unstable against

deformation, especially at high signals, and any defor-
mation of the signal causes large changes at signifi-
cant signals[28]. For this reason, they have been used
more often because of their stability to deformation.
A wavelet is a local wave as opposed to a sine wave.
Furthermore, that makes it stable for changes. However,
since the wavelet transform computes convolutions
with wavelet filters, the wavelet transform is unstable
to changes [29, 30]. To this end, a set of wavelet fil-
ters is needed to produce a descriptor with stable fea-
tures against deformation, transmission, scaling, direc-
tion, and dilation [31–33]. Two-dimensional directional
wavelets are obtained by scaling and rotating a single-
pass filter ψ. Assume that G is a group of limited and
discrete rotational angles in R2. Consequently, the set
of multi-scale filters for each scale j ∈ Z and rotation
r ∈ G is obtained with the following relationship:

ψ2j r (u) = 22jψ(2jr−1u)

that if the Fourier transform ψ(w) is the frequency
center η, thereforeψ2j r (w) = 22jψ(2jr−1w) has a support
at the center 2jrη with a bandwidth proportional to 2j .

A wavelet transform x filters the signal using a
family of wavelets x ∗ ψλ(u) This filter is computed
as a filter bank that contains rotating and dilated
wavelets that have no unusual properties. The use of
the filter bank is stable to changes such as rotation and
dilation as long as the scale and rotation wavelet filters
cover the entire frequency range. that this research has
used Morlet wavelet filter banks and the relationship
ψ(u) = C1(eiu − C2)e−|u

2 |/(2σ2). has been used to obtain
these filters. In conclusion, the use of this filter bank
provides stability against rotation and dilation. But the
important point is that a wavelet transform is obtained
by transmission and therefore is not stable against
transmission. In order to generate a feature vector that
is stable to change, this vector must be generated in a
nonlinear structure (under the operator).

For example, suppose R is a linear or nonlinear opera-
tor computed by transfer and R(Lcx) = LcRx.Therefore,
the integral

∫
Rx(u)du is stable against the trans-

fer, but if this operator is obtained by convolu-
tion of the wavelet filter with the signal, we should
say that it is reasonably stable against the transfer
because

∫
ψλ(u)du = 0 and this condition leads to

∫
x ∗

ψλ(u)du = 0.
If consider Rx = M(x ∗ ψλ) where M is a linear

operator, the integral can be a small value. But if
the operator is a non-linear operator (pointwise).
Therefore, the resulting integral becomes zero and
is before the transition [34]. One of the most
useful nonlinear operators suitable for this problem
is the modulus operator. So, in summary, the most
stable coefficients against transfers are computed by
repeating modulus operators and wavelet transforms.
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Assume that U [λ]x = |x ∗ ψλ| and each sequence p =
(λ1, λ2, ..., λm) generates a path that produces a
nonlinear product: U [p]x = U [λ1]U [λ2] . . . U [λm]x =
|⟨x, ψλ1

⟩| · |⟨x, ψλ2
⟩| . . . |⟨x, ψλm⟩|.

This research used Morlet wavelet filter banks, and
the relationship was used to obtain these filters. Finally,
using this bank filter provides stability against rotation
and stretching. However, the critical point is that a
wavelet transform is obtained by transmission and
therefore is unstable against transmission. This vector
must be generated in a nonlinear structure (under the
operator) to generate a feature vector that is stable to
change. For example, suppose R is a linear or nonlinear
operator computed by transmission. Therefore, the
integral is stable against transmission. However, this
operator is obtained by convolution of the wavelet filter
with the signal. In that case, it should be said that it is
stable against transmission because it is, and it leads to
this condition. If one considers it a linear operator, the
integral can be a small value. However, the operator is
nonlinear (point-wise).

Therefore, the resulting integral becomes zero and
is before the transition [35]. The moduli operator is
one of the most useful nonlinear operators suitable
for this problem. In summary, repeating modulus
operators and wavelet transforms compute the most
stable coefficients against transfers. Assume that each
sequence generates a path that produces a nonlinear
product: a path scattering transform is defined as
an integral normalized by the Dirac response. Each
scattering coefficient is stable against the signal
transmission x. Nevertheless, what is very clear is
the remarkable similarity of this transform to the
Fourier transform modulus. That this transform is also
stable against transmission. However, the scattering
is a Lipschitz continuity and has high stability and
resistance to deformation, but this condition does not
exist in the Fourier transform. For the classification,
performing the calculation locally for descriptors is
often better[36, 37].

This is stable for transitions smaller than a predefined
scale 2j , while spatial variability is preserved for
scales more significant. This condition is achieved by
localizing the scattering integral by scaling the spatial
window φ2Jφ(u − v)dv. The following relation defines a
neighborhood scattering transformation.

SJ [p]x(u) = U [p]x ∗ φ2J (u) =
∫
U [p]φ2J (u − v)du

Now, if p is a set with length M, Sj [p]x(u) is called
scattering coefficients in depth m and scale 2j . These
coefficients are calculated in the specified layer m of
a channel network. For significant coefficients, several
layers of a convolutional mesh are required so that even
the most minor information is recovered. Figure 1 is

Figure 1. An example of a scattering wavelet

an example of a scattering wavelet. This figure visually
represents the structure or characteristics of a scattering
wavelet. It illustrates the transformation process, how
the input signal is processed through different layers,
and how the coefficients are obtained.

3. Proposed Method
The facial expression recognition system proposed
in this research is based on the scattering wavelet
descriptor.

Like many other facial expression recognition
methods, this method consists of three main parts:
feature extraction, feature selection, and state detection.

In feature extraction, the scattering wavelet algo-
rithm was used in this study, principal component anal-
ysis was used in feature selection, and the K-nearest-
neighbor classifier was used in identification. Figure 2 is
the block diagram of the proposed method. This block
diagram visually represents the flow of information or
processes in a system. In the context of the study, the
proposed method involves three key components: scat-
tering wavelet algorithm for feature extraction, princi-
pal component analysis (PCA) for feature selection, and
the K-nearest-neighbor (KNN) classifier for identifica-
tion.

It is evident that our proposed method consistently
achieves higher recognition accuracy compared to the
ZM method across various datasets. Notably, during
certain epochs, our method exhibits superior perfor-
mance, indicating its robustness and effectiveness in
capturing facial expressions accurately. The consistency
observed in both training and testing phases under-
scores the reliability and generalizability of our pro-
posed approach. This comparison provides a compre-
hensive understanding of the improved recognition
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Figure 2. An example of a scattering wavelet

accuracy offered by our method over the existing ZM
method, can be seen in Figure 3.
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Figure 3. Recognition Accuracy Comparison between Proposed
Method and ZM Method

3.1. Feature Extraction
The feature extraction part is one of the most difficult
parts of the research related to identity recognition, so
in the first part, the feature extraction is performed
using a set of Gabor wavelet filters, and depending
on the size of the wavelet cascade images, the
required product is generated. In the second step, the
scattering of the iris image is calculated using the
generated wavelet cascade (scattering transformation).
This transformation calculates the features of each

depth of the image separately. In the last step,
the feature vector of each image is generated by
concatenating the vectors obtained from each depth.

These feature vectors are differentiated enough to be
placed in the correct classes by the distance criterion
of most classifiers. However, one of the main problems
in deep learning research is the generation of feature
vectors with immense dimensions, and this research is
subject to this problem. The feature vectors extracted
from face images with the mentioned dimensions
have more than 100,000 features. The critical point
is that, firstly, the classification of these dimensions
of feature vectors is complicated and time-consuming
for each classification. By calculating the variance of
the feature vectors, this algorithm not only selects the
most considerable variances and the first components
that contain the most accurate information about the
feature vector. It also reduces the dependency between
the data, and this reduction of the dependency between
data leads to a more robust differentiation of the feature
vectors. The generated feature vector contains new
values that are quantitatively much smaller than the
original feature vector and qualitatively more different
from the feature vector extracted by the descriptor.

4. Tests
In this dedicated section, the efficacy of the proposed
method is subjected to a comprehensive evaluation,
employing the specifically introduced database within
the confines of this study. The methodology outlined
in this study is inherently global in its approach,
prompting a judicious comparison with Zernike
moments—a well-regarded and established method
renowned for its effectiveness in facial expression
identification.

Table 1 serves as an insightful repository, encapsu-
lating the intrinsic details of both the proposed and
comparison methods. Not only does it delineate the
parameters unique to the proposed method, but it also
furnishes a comprehensive account of the parameters
associated with Zernike moments, enriching the com-
parative analysis.

It is imperative to note that the stipulated parame-
ters, meticulously presented in Table 1, remain constant
throughout the entirety of the experimental phases.
This deliberate decision ensures a consistent and fair
comparison across the different stages of the evaluation.
By maintaining parameter constancy, the robustness
and repeatability of the experimental results are forti-
fied, allowing for a nuanced assessment of the proposed
method’s performance against the benchmark set by
Zernike moments. This strategic approach underscores
the methodological rigor employed in this evaluation,
thereby enhancing the reliability and validity of the
ensuing findings.
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Method Specification
ZM The selected order of Zernike

moments is 10. The values of
r and σ are empirically set
to 10 and 2 due to the best
performance of systems using
these parameters.

Proposed Method •The orientation parameter in
the scattering wavelet is set to 2.
• The scale parameter of this
algorithm is set to 2.
• The average distances between
the samples of a training class
and a test class were chosen as
the criterion for calculating the
distance between the two classes.
• The parameters for the average
Gaussian noise are zero, and
the standard deviation of the
Gaussian noise is 0.01.
• The parameters for the density
of the salted pepper noise were
set to 0.01.

Table 1. Method Specifications

In the remainder of this section, the database of
images used is first described, and then the results of
the tests and the comparison between the proposed
methods are explained.

4.1. Databases

Images from both JAFFE [38] and CK+ [39, 40]
databases were used to evaluate the proposed method.
This paper used 180 images from the JAFFE database,
and 981 images from CK+ database to train and
evaluate the proposed method. These images have
been used in the training and testing phases of the
proposed method, with a two-thirds ratio for training
and one-third for testing. These two databases are
classified into six emotional categories: anger, disgust,
fear, happiness, sadness, and surprise. Figure 4 and 5
illustrates a sample of images from the two databases
under consideration in the six specified positions,
anger, disgust, fear, happiness, sadness and suprise. The
first row is from CK+, and the next row is from JAFFE.

4.2. Hardware and software platforms for performing
tests

The simulation of the proposed method was metic-
ulously conducted within the MATLAB R2017a pro-
gramming environment, operating seamlessly under

Figure 4. An example of images from the JAFFE database in 6
poses

Figure 5. An example of images from the CK+ database in 6
poses

the Windows 10 operating system. The hardware plat-
form selected for the simulation of this research embod-
ies a robust Intel® Core™ i5-8500 system, equipped
with 8 GB RAM as the primary memory, further forti-
fied with an additional 16 GB reserve RAM. The storage
architecture is facilitated by an SSD hard disc drive,
ensuring swift data access and seamless execution of
computational tasks.

4.3. Lab Results
In this section, it is very important to go into the
intricacies of implementing both the proposed methods
and the methods under evaluation. The process
involved a careful selection of training and testing
images, and several critical points should be considered
in explaining these details. The experimental setup
entailed a random selection of images for both
training and testing phases across all experiments.
Specifically, two-thirds of the images sourced from
each database were allocated for training purposes,
while the remaining one-third constituted the testing
set [41]. This balanced partitioning strategy ensures a
comprehensive evaluation of the models’ performance
on distinct datasets.

To enhance the robustness and reliability of the
results, the experiments were repeated ten times, each
time with randomly sampled test and training sets. This
iterative approach not only accounts for the inherent
variability in the dataset but also facilitates a more
comprehensive understanding of the methods’ stability
and consistency.

The identification accuracy recorded in the results
table is the result of the average of 10 runs of these
tests, taking into account the values of identification
accuracy from 10 replicates of each test and calculating
the confidence level of 95% of the confidence interval
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range of all tests. Table 2 shows the results of the the
ZM method and the results of the proposed method,
both with the k-nearest neighbor classification and the
CK+ database. Comparing the results of the proposed
method and the ZM method with the knn classifier
and the CK+ database show that the proposed method
has a much higher detection rate than the comparison
method, which has a detection rate of 100% in most
cases.

However, the results of Table 3 are very far from
the predictions made for this combination, and the
combination of the proposed descriptor with the
support vector machine classifier could not obtain a
favorable detection rate in the face of image damage [42,
43]. These results show that although facial expression
recognition in the unchallenged mode has a very high
recognition rate, in the condition that the image pixel
values are destroyed under conditions such as noise, the
recognition rate decreases significantly, so the use of a
support vector machine classifier can not obtain good
results. The proposed method was implemented on the
JAFFAE database for further evaluation, and the results
were presented in Table 4.

The results of these tables highlight the effective-
ness of the proposed method in identifying facial
expressions with different challenges compared to the
Zernike moment-based method. However, this superi-
ority should be discussed from two perspectives. First,
on what factors does the stability of the proposed
method against image damage depend, and second,
where does the superiority of the proposed method
come from compared to the Zernike moments-based
method? To answer these two questions, it must first
explain the diffusion wavelet. A series of Morlet high-
pass filters (Gabor-Violet) and a low-pass filter extract
diffusion wavelet features from the image.

These filters are applied at different scales and to the
image and outputs of each filter, as shown in Figure
1, with a structure similar to the convolutional neural
network. There is a penalty. These vectors have such a
distinguishing feature that their classification error rate
is minimal even in severe damage, such as noise, saving
the research target from any damage [44]. Utilizing
scattering wavelet applications in robotics enhances
recognition accuracy for facial expressions, bolstering
human-robot interaction. This technology harnesses
advanced signal processing to discern subtle nuances in
facial features, improving the robot’s ability to interpret
and respond to human emotions effectively, fostering
more seamless and empathetic communication [45].

5. Conclusion
Methods grounded in Deep Learning have undeni-
ably showcased their effectiveness in the realm of
facial expression identification. However, despite their

prowess, these approaches grapple with challenges,
notably in terms of computational complexity and
achieving consistently high recognition rates. In light
of these concerns, this paper introduces a novel
approach for facial expression recognition founded on
wavelet scattering. The proposed method is meticu-
lously designed and rigorously evaluated through sim-
ulations, focusing on the recognition of diverse facial
expressions such as anger, disgust, fear, happiness,
surprise, and sadness. Notably, under normal condi-
tions, the method achieves an outstanding identifica-
tion rate of 100%. Furthermore, the robustness of the
proposed method is tested in the presence of chal-
lenges, including Gaussian noise and salt-pepper noise.
In the presence of Gaussian noise, the identification
rate remains commendably high at 91%, showcasing
the resilience and reliability of the method in real-
world scenarios. Even in the more challenging salt-
pepper noise mode, the method maintains a substantial
identification rate of 85%, underscoring its superiority
and practical applicability in less-than-ideal conditions.
These results affirm the efficacy of the proposed wavelet
scattering-based method, offering a promising avenue
for enhanced facial expression recognition, particularly
in the presence of environmental noise.
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Table 2. ZM method vs proposed method (New) results with the Knn classifier and the CK+ database

Noise
Anger Disgust Fear Happiness Sadness Suprise Overall

ZM New ZM New ZM New ZM New ZM New ZM New ZM New
Normal 95.5% 100% 94.5% 100% 94.7% 98.2% 94.6% 100% 95.2% 100% 95.2% 100% 94.9%±0.4 99.7%±0.6

Gaussian 93.1% 100% 92.4% 100% 91.5% 98.3% 93.4% 100% 92.1% 100% 92.4% 100% 92.7%±0.6 99.7%±0.6
Salt-Pepper 88.2% 98.5% 90.9% 95.2% 91.4% 100% 90.5% 100% 90.8% 100% 89.6% 97% 90.2%±0.7 98.2%±0.8

Table 3. ZM method vs proposed method (New) Results with SVM Classifier on CK+ Database
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