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Abstract 

1. Introduction

Along with the advantages that the fuzzy control system 

has brought to improvements on the active queue 

management mechanism, there still exists some shortcomings 

such as the design and optimization of the fuzzy system 

require some experiences in controlling subjects. On the other 

hand, for the fuzzy controller to work well, it should have the 

parameters (the number of fuzzy sets in each language 

variable , the shape of fuzzy sets, the number of laws and the 

weight of each law) to be optimal [13][28][29]. To solve this 

problem, we offer the model integrating fuzzy control with 

neural network in order to improve the performance of active 

queue management mechanisms. 

Therefore, the structure of this paper is organized as 

follows: the first presents the mathematical basis of neural 

network. Since then, building the model combining fuzzy 

control with the neural network to improve the active queue 

management mechanism. During network training, we 

propose a number of back-propagation algorithm 

improvements so that the learning process can converge faster 

and parameters of the fuzzy controller is good.  Based on the 

theoretical model of the combination in the fuzzy neural 

network, we build FNN model for AQM improvement 

mechanism. To inspect the effectiveness of the application of 

FNN into improving AQM, we build and install simulation for 

FNNRED and FNNREM mechanisms. The next of the paper 

is the assessment on the simulation of the proposed FNNRED 

and FNNREM mechanism. The last of the paper confirms the 

role of neural network to adjust the parameters in the fuzzy 

controller, and the benefits of the combination of soft 
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computing tools, namely that combines fuzzy logic and neural 

networks for improving active queue management 

mechanisms. 

2. Related Works

2.1. Operation of FLRED mechanism 

 The FLRED's goal is to use the fuzzy controller to adjust 

the queue of network nodes in a level to be determined, by 

achieving the target queue length (TQL), in order to maintain 

a high level of user queue medium and low latency. FLRED 

use Sugeno fuzzy systems with input variables are deviations 

instantaneous queue length than the target queue length at two 

consecutive time and the output is the probability of packet 

marking. 

 FLRED mechanism have fuzzy input values as a function 

of bell-shaped with seven value domains. The value of the 

selected language to denote the case of two input e(t) and 

e(t-T) corresponding to two consecutive times and fuzzy 

membership functions by the bell-shaped with seven 

domain values is: {NB, NM, NS, ZE, PS, PM, PB}. The 

function of the input linguistic variables e(t) and e(t-T) are 

shown in Figure 1 as follows: 

 Figure 1. Membership functions for input of the FLRED 

The bottleneck control by active queue management mechanisms at network nodes is essential. In recent years, some 
researchers have used fuzzy argument to improve the active queue management mechanisms to enhance the network 
performance. However, the projects using the fuzzy controller depend heavily on professionals and their parameters cannot 
be updated according to changes in the network, so the effectiveness of this mechanism is not high. Therefore, we propose 
a model combining the fuzzy controller with neural network (FNN) to overcome the limitations above. Results of the 
training of the neural networks will find the optimal parameters for the adaptive fuzzy controller well to changes of the 
network. This improves the operational efficiency of the active queue management mechanisms at network nodes. 
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Meaning of dismissal following values: Negative Big 

(NB), Negative Medium (NM), Negative Small (NS), Zero 

(ZE), Small Positive (PS), Positive Medium (PM, Positive 

Big (PB). 

Similarly, we define the language value for the output 

variable is the probability of marking / remove packages as 

follows p(t): Zero (Z), Tiny (T), Very Small (VS), Small (S), 

Big (B), Very Big (VB), Huge (H). The value p(t) is fuzzy 

singleton with values representing the 7 levels in the interval 

[0,1] as follows: 𝑝(𝑡)  =  {H, VB, B, S, VS, T, Z} =
{0.000,0.167,0.333,0.500,0.667,0.834,1.000} 

Because each input variable has seven value domains, so 

the system is built FLRED rule include 49 rules in Table 1. 

Table 1. Fuzzy rule system of FLRED 

𝑝(𝑡) 
𝐾2. 𝑒(𝑡 − 𝑇)

NB NM NS ZE PS PM PB 

𝐾1. 𝑒(𝑡)

PB VS T Z Z Z Z Z 

PM S VS T Z Z Z Z 

PS B S VS T Z Z Z 

ZE VB B S VS T Z Z 

NS H VB B S VS T Z 

NM H H VB B S VS T 

NB H H H VB B S VS 

2.2. Operation of FLREM mechanism 

AFC for FLREM also based on variable rates (Pr) 

measure of congestion as REM algorithm. Therefore, we 

use two inputs, one for the sample at the current time Pr (t) 

and a time to form in the previous cycle Pr (t -T). Based on 

these two input values, the fuzzy controller determines the 

value of the packet marking probability represents the 

output of the fuzzy system. 

To improve the accuracy we increase the number of 

membership functions for input and output of the fuzzy 

system is 9, this will make some inference rules become 81 

rules. The downside of the calculation of the price mechanism 

is the magnitude of the price REM always positive, this is not 

the actual queue length and flow rate to be much smaller than 

the reference queue length and bandwidth transmission. 

 The value of the selected input language to denote the 

case corresponding to two consecutive times and fuzzy 

membership functions by a bell-shaped domain nine values: 

𝑃𝑟(𝑡) = {𝑁𝐻, 𝑁𝐵, 𝑁𝑀, 𝑁𝑆, 𝑍𝐸, 𝑃𝑆, 𝑃𝑀, 𝑃𝐵, 𝑃𝐻} and 

𝑃𝑟(𝑡 − 𝑇) = {𝑁𝐻, 𝑁𝐵, 𝑁𝑀, 𝑁𝑆, 𝑍𝐸, 𝑃𝑆, 𝑃𝑀, 𝑃𝐵, 𝑃𝐻}. In 

particular: Negative Huge (NH), Negative Big (NB), 

Negative Medium (NM), Negative Small (NS), Zero (ZE), 

Positive Small (PS), Positive Medium (PM), Positive Big 

(PB), Positive Huge (PH). The function of the 𝑃𝑟(𝑡),
𝑃𝑟(𝑡 − 𝑇) input linguistic variables are shown in Figure 2.

as follows: 

 Figure 2. Membership functions of the FLREM input 

The value of language in the output variable is the singleton 

value represents the probability nine ascending remove 

packages from the interval [0,1], is defined as follows: 

 𝑝(𝑡) = {𝑍, 𝑇, 𝑉𝑆, 𝑀𝑆, 𝑆, 𝐵, 𝑀𝐵, 𝑉𝐵, 𝐻} 

𝑝(𝑡) = {0,0.125,0.25,0.375,0.5,0.635,0.75,0.875,1} 

In particular, Zero (Z), Tiny (T), Very Small (VS), 

Medium Small (MS), Small (S), Big (B), Medium Big 

(MB), Very Big (VB), and Huge (H). 

Build system for FLREM rules as Table 2. System rules for 

the fuzzy controller is made up of the control rule of the form: 

Table 2. Fuzzy rule system of FLREM 

p(t) 
e(t-T) 

NH NB NM NS ZE PS PM PB PH 

e(t) 

PH S MS VS T Z Z Z Z Z 

PB B S MS VS T Z Z Z Z 

PM MB B S MS VS T Z Z Z 

PS VB MB B S MS VS T Z Z 

ZE H VB MB B S MS VS T Z 

NS H H VB MB B S MS VS T 

NM H H H VB MB B S MS VS 

NB H H H H VB MB B S MS 

NH H H H H H VB MB B S 

3. Mathematical basis of fuzzy neural network

3.1. Motivation using fuzzy neural network 

One of the problems of alternative methods of estimating 

the state function from measured data and understanding of 

the system to determine the function of replacing conservative 

estimates so wrong of approximately 
nx  always response 

design requirements. Assuming that can find continuous 

functions, bounded 𝑓 and �̃� > 0 so that the error of

approximation 
nx satisfying |△𝑑𝑥𝑛| ≤ Wdxn  ; xx 

;
xx  . However, if the conditions unsatisfied

approximately, or in other words if do not find the Estimators 

satisfactory alternative is clearly not applicable method.  

Also another issue to consider is determining control 

parameter (if exists) to static stability controller meets the 

conditions binding on the state trajectory and input during 

activities, such as x and u should keep always in the 

corresponding domain valid x and u . This problem is

significant considering the application perspective to answer 
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the only question is if the function is defined to replace 

approximately satisfy the conditions in a particular region 

does not cover the valid domain can design static stability 

controller satisfies design requirements or not.  

As mentioned, due to the advantages of fuzzy systems and 

neural networks in identifying non-linear characteristics of 

the object that the method is built towards fuzzy neural 

application to build compensate nonlinear components in the 

control rule static feedback. This section of the paper will 

show that this problem is solved by the universal 

approximation in function approximation theory.  

3.2. The ministry universal approximation 

Symbol ( , )F x  is the approximation with p is the

parameter vector to be modified and p

F   is the set of 

all the valid parameter value of approximately. If the call 

 p

FZ F(x, ) : ,p 0     is class contains all 

functions of the form (x, )F  , F   ; with p≥0, whereas 

concepts are regularity approximation or uniformly 

approximation is defined as follows: 

Definition 1: function :f D  possible are regularity 

approximation or uniformly approximation on
nD  by 

functions of class Z if the 0 always exists F (x)  to 

sup ( ) ( )
x D

F x f x


   . 

Note that the definition chosen F (x) can depend on and 

value p  0 is the number of parameters required of F (x) to 

ensure error of approximation blocked or 

sup ( ) ( )
x D

F x f x


   . 

In addition, signs F (x) shortened to just parameter vector 

θ identify objects and is not of concern. In function 

approximation theory, the universal approximation has an 

important role because they can indicate approximate certain 

function layers with any accuracy. The definition of universal 

approximation is statement based on the concept of are 

approximately as follows: 

Definition 2 : Class function structure 
1Z is called the 

universal approximation of functions of functions class 
2Z if 

every function 
2f Z then have to be approximated by 

1Z .   

If sign ( , )cZ n D is the set of all continuous scalar function 

defined on a closed domain nD , While it can use one 

of the common universal approximation follows ([4], [8], 

[30]) to approximate the continuous function:  

 The class definition content jump function; 2-layer

neural network with activation function buttons hidden under 

the threshold or sigmoid activation function : [0,1] 

and output nodes are linear approximations of the universal 

constant scalar functions f c (1, D) , D  [a,b]    .

 The polynomial defined function class 

0 1

0

( ) : a ,a ,...a , 0
p

i

p i p

i

Z g x a x p


 
    
 

 with g:D, 

D (The theorem Weiertrass); functions defined function 

class 
1

( ) cos(b ) : a ,c , b
m

T n

a i i i i i i

i

Z g x a x c


 
     
 

 ; 

fuzzy systems with Gaussian membership functions, 

defuzzification COG focal point methods; 2-layer neural 

network with hidden nodes sigmoid activation function and 

output nodes are linear approximations of the universal 

constant scalar functions f c (n, D) , D .

Proof of a function class structure is the universal 

approximately function for another function class normally by 

definition. However, there is a proven effective tool is to use 

the results of Stone Weierstrass theorem can refer to in the 

literature [35], [20]. 

3.3. Mathematical approximation of the fuzzy 

neural network system 

As presented, the universal approximation parameters 

selected quantities large enough to be approximated any 

continuous function with arbitrary accuracy on compact sets 

(compact set), so in addition to the ability to adjust Online 

(online) but they can also be used in the adaptive controller. 

The study makes use of approximately adaptive controller 

used primarily oriented fuzzy systems ([12], [30]), using 

neural networks ([14], [32]) or a combination of fuzzy 

systems and network use neurons ([8], [15]). 

Although theoretically can use any approximations that 

satisfy the requirements of such methods as the fuzzy 

approximation with Gauss membership functions, 

defuzzification methods COG; 2-layer neural network with 

hidden nodes sigmoid activation function and a linear output 

node or network adaptive ANFIS. However, not only the 

structure easily approximate the optimal in each case so 

dependent on measurement data available, non-linear 

characteristics of the object and the boundary conditions. 

Often the design of universal approximate size of the 

smallest structure satisfies the approximation error and need 

more time to try and test the structure due to the 

approximations given only a multimeter to ensure that error is 

approximately bounded by W 0F   was not possible to 

determine the value WF small as long as. However, there are

certain things that need to increase the size of the structure 

and selected approximately parameters adjusted accordingly 

to achieve approximation error arbitrarily small. 

Also research the issues choose between the linear 

approximation and nonlinear parameters for the structure of 

the same size (or number of parameters), the problem of 

parameter tuning method in the approximation or nonlinear 

structure determination of the best approximations are the 

subject being studied ([35]). But due to the advantages of 

fuzzy systems and neural networks in nonlinear processing, 

and adjust parameters on articles online, but only consider the 

approximation is based on fuzzy systems and neural networks. 

The following section will show that the neuron can 
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approximate fuzzy controller used in both static stability and 

dynamic stability control (adaptation), and as a basis for 

problem solving stability control in our method production. 

The following presents a mathematical representation of the 

number and structure of fuzzy neural network system is used 

as the universal approximation, as well as a number of issues 

on the use and optimization of the fuzzy neural 

approximation. 

3.4. Mathematical representation of the fuzzy 

approximation 

At the MISO fuzzy systems are nonlinear mapping from 

input vectors  1,..., x
T n

nx x  to output y. 

F
u

z
z
y

fi
e
r

Inference Engine

D
e
fu

z
zy

fi
e
r

Rule Base

Figure 3. MISO fuzzy control system 

 In the theory of fuzzy sets and fuzzy logic ([4], [9]), allows 

dimming chemical inputs using fuzzy operators chemical 

transfer function data clearly the basis of fuzzy sets and fuzzy 

rules with the assumption including: p fuzzy rules are 

represented as a set of fuzzy descriptive (fuzzy Implications) 

after: 

 
1 2

1 2: ...
i i ni

n

i J J J kiA A A B    (1) 

with i=1..p, notation AB or just fuzzy describe for 

conditions statements IF A THEN B and i

jA ,
kB is the fuzzy 

set is defined as follows: 

   , : xi
j

i

j i i iA
A x x 

   , :
kk BB y y y 

(2) 

with , [0,1]i
kj

BA
  respectively, the membership 

functions of j and k inputs xi and output y .

The basic problem of fuzzy systems in fuzzy inference 

mechanism (fuzzy inference) and defuzzification methods 

(defuzzification) used to calculate the output of fuzzy system 

clearly specify when the input given on the basis of fuzzy 

rules have known. This fuzzy inference mechanism is built on 

the success of inference rules. To calculate the the first clause 

in the formula (1) we can use any t-norm does [30] as the 

smallest t-norm TMIN (a, b) min{a, b} , algebraic integrated

TPAND (a, b) ab , Łukasiewicz function TLAND (a, b)

max{a  b 1,0}, In case of using smallest t-norm TMIN

then fuzzy describe (23) can be written as Decac integrated

 
1 2

1 2 ...
i i ni

n

J J J kiA A A B    the first clause in the formula (3) 

calculated as follows: 

        1 2 1 2

1 2 1 2
1 2...

min , ,...,n n
J J J J J Ji i ni i i ni

nA A A A A A
x x x x

  
    (3) 

To calculate the fuzzy description of each rule or the output 

of each rule can be used to describe the fuzzy operator (t-norm 

or t-conorm) [30]. Some fuzzy operator describe common 

include: Zadeh x y max{1x, min{x, y}}, Lukasiewicz 

x y min{1, 1x y}, Mamdani x y min{x, y} và 

Larsen x y xy ([28], [25], [30]). Where the operator 

using fuzzy Mamdani describes the output of the ith rule (Ri), 

denoted as    , , : , y
i

n

i CC y x y x   calculated as 

follows: 

   

    

1 2

1 2

1 2

1 2

...

...

, ,

min ,

n
i J J Ji i ni

n
kiJ J Ji i ni

C A A A

BA A A

x y x y

x y

  

  





 

 
(4) 

Finally, to calculate the output of fuzzy system can be used 

as a defuzzification method of defuzzification focal point 

COG (Center Of Gravity) after: 

1

1

( , )

( , )

( , )

i

i

p

i C

i z

p

C

i z

C x z dz

y F x

x z dz







  



 


(5) 

with 
ic is the center of  

kiB y  for to ith rule. Normally 

we choose  
kiB y  symmetry across a vertical axis through 

the peak to 
ic is the midpoint of  

kiB y

The equation (5) is a model of Mamdani fuzzy system with 

COG defuzzification method and is used as the fuzzy 

approximation F (x,θ) with 1,..., c
T

pc     .  

3.5. Mathematical representation of the neural 

network approximation 

At the feedforward artificial neural network p 1 output 

layer with linear activation function, in which 0,1..p 1, p 

respectively order index from the input layer, the hidden layer 

(when p  2 ) to the output layer. If sign:  

xi, jy : respectively the input and output of the network 

with i  1..n , j 1..m ; 

iL : the neural number of hidden layer ith (when p  2 ) 

with i 1.. p 1; 

wi

jk is the weight from node k in layer i-1 to node j in 

layer i with i = 1.. p, 

1..L ,1

1.. ,

i i p
j

m i p

  
 


; 

1..L ,1

1..n, 1

i i p
k

i

  
 



i

j is the threshold value of node j in layer i with i = 1.. p,

4
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1..L ,1

1.. , i p

i i p
j

m

 
 




i

j function is activate network node jth in the hidden layer

i with ith =1..p-1, j =1..
iL the output of neuron jth in the

hidden layer ith (when p  2 ), denoted as ,i jO with i 

=1.. p 1, j =1..L and the output of the network yr with r

=1..m:  

1

1 1 1

1

1

1

w , 1

w ,1 1
i

n

j jk k j

ki

j L
i i i i

j jk k j

k

x i

o

o i p








  
   

 
 

      
 





 

 

1

1 1

1

1

2

w , 1

w , 2
p

n

rs s r

s

r L

p p p

rs s r

s

x p

y

o p









 


 
  










(6) 

Layer Input

(Layer 0)

Layer Hidden

(Layer 1)

 Layer Output

(Layer 2)

Input Hidden Output

Figure 4. System 2-layer feed forward neural networks 

Figure 4 performances 2 layer feed forward neural 

networks (p = 2) has n input, m output linear and L buttons 

hidden. Network model is written as follows: 

2 1 1 2

1 1

L n

i ij j jk k j i

j k

y w w x
 

 
   

 
    (7) 

with i =1..m . Where there network is only one output (m 

= 1) with sigmoid activation function 
2

1
( )

1 x
sig x

e



 in 

the hidden layer, the network can use the universal 

approximation of scalar continuous functions 

( ) nf x    either: 

2 1 1 2

1 1 1

1 1

( , ) w w
L n

j jk k j

j k

F x y sig x
 

 
    

 
    (8) 

3.6. Approximate fuzzy neural network 

There are many research results in order to combine the 

advantages of fuzzy systems and neural networks in the 

building structure is approximately [30]. One of the results of 

the study are positive fuzzy inference system based on 

adaptive network ANFIS (Adaptive Network based Fuzzy 

Inference System) proposed by Jang [18], [19], [20], [30]. 

This is a hybrid neural network structure model based on 

fuzzy rules fuzzy systems Takagi Sugeno have been described 

as fuzzy follows: 

 1 2

1 2: ... ( )n

i J i j i Jni iR A A A g x    (9) 

ANFIS networks using linear functions 
1

( )
n

i ij j

j

g x a x




input membership functions and bell has proven to be a 

universal approximation of nonlinear function. 

3.7. Mathematical representation of the linear and 

nonlinear approximation for parameters 

The approximate (fuzzy neurons) can be represented as 

linear either nonlinear for parameters. Ministry of 

approximation is called linear if for parameters representation 

in the form: 

( , ) ( )TF x x   hay 
( , )

( )TF x
x










(10) 

where φ(x) is a vector function of x and θ is the vector 

of input parameters in the linear behavior of the function 

approximation. For example, the fuzzy neural linear 

approximation for fuzzy system parameters such as formula 

(10) and RBN neural networks (NN Radial Basis).

In case the approximation using fuzzy systems under (10)

if 1,..., c
T

pc     then: 

1

( , )
( ) ( ),..., ( )T

p

F x
x x x

 
      

with 

1

( , )

( )

( , )

i

i

C

z

i p

C

i z

x z dz

x

x z dz




 






 should be able to represented: 

( , ) ( )TF x x    linear form for the parameter. 

Case 
( , )

( )TF x
x

 
 


or φ(x,θ) vector θ containing 

parametersas in the case of approximation based on 

multi-layer neural network represented in (30), the 

approximation is called nonlinear for parameter, 

because F(x,θ) is a nonlinear function of the θ  

parameter:  

( , ) ( , )TF x x     (11) 

3.8. The linearized approximation 

The non-linear approximation to the parameters usually 

more simple (in size and number of parameters) than the 

linear approximation to achieve accuracy approximately 

equivalent. For static feedback control rule in the alternative 

state estimation function, the use of linear approximations to 

the nonlinear parameter is not set up by simply ensuring the 

approximation error should set of valid domain. To adjust the 

parameters of the approximation in the feedback control rule, 
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the use of the linear approximation for nonlinear parameter 

significance. Although the findings of the paper in the next 

chapter of applying one of two types of approximation, 

however, can also linearized approximation of nonlinear 

parameters according to each application. 

The problem of the linearized approximation is presented 

in [17]. These results indicate if the approximation is 

Lipschitz continuous adjustments to the parameters 

(excluding the performers are in the form of linear or 

nonlinear), it can be written as follows: 

*

*

( , ) ( , ) ( , )

( , )
( , , )

F x F x F x

F x
x

     

 
      



(12) 

Where θ is the current parameters, 

* arg min sup ( , ) ( )
xx

F x f x
 

 
  

 
   the optimal parameters, 

*

   , *(x, , ) ( )      with
0

( )
lim 0




 


 



. 

Addition *(x, , )    blocked by 
2*(x, , ) L       with L is 

Lipschitz constant. Therefore, if you find the governing rule 

 to reduce
2

  then  tend toward * and F(x,) will 

forward to  *,F x  . Thus, if 
2

 bounded then 

approximation error is also blocked. 

3.9. Optimization of fuzzy neural approximation 

The optimization problem of fuzzy neural approximation 

generally seek to minimize the value function (cost function) 
2

( ) sup ( ) ( , )
xx

J f x F x


    with p

  p is the vector 

of parameters to be adjusted by fuzzy systems or neural 

networks or need to find the optimum tuning parameters 

*

  from the measured data to 
* arg min ( )J


  

Thus for small approximation error upon request measured 

data must be large enough and cover all valid domain
x . But 

in fact most can not choose how to measure distributed data 

in and can not change the measurement data to improve the 

precision that can only directly use finite amount of data has been 

measured. This is really a complex issue and in many cases 

optimization methods do not guarantee to meet the requirements 

of error of approximation. Normally vector to find the optimum 

tuning parameters *

  from the measured data can be 

applied least squares algorithm (Least Squares) linear (batch, 

recursive) or nonlinear (gradient, conjugate gradient, line 

search, Levenberg Marquardt) are presented in the document 

[4] [20] [30] [35].

4. Proposed FNN fuzzy neural network model

To improve the performance of AQM mechanisms at the 

network nodes, we have a solution using soft computing tools 

to improve this mechanism. In [31] has presented the building 

adaptive fuzzy controller AFC for improved AQM 

mechanisms were effective and better for the mechanism. 

However, to the fuzzy controller works well in different 

network environments, there should be the appropriate 

parameters for its operation. Therefore, we propose fuzzy 

neural network model, temporarily called FNN to solve this 

problem. 

The composition and operation of the FNN model is 

presented as follows: 

4.1. FNN model for AQM 

Figure 5. The model proposed FNN for AQM 

 AFC is an adaptive fuzzy controller is constructed in

[31] has components: fuzzy controller, adaptive structure, Gm

models, the coefficient input Ki and output K.

 Ministry to train the network using errors back-

propagation algorithm. 

 Sample data is valid sample of the form {𝑒(𝑡), 𝑒(𝑡 −
𝑇), 𝑦} is updated periodically T operation of the fuzzy 

controller. For example, with T = 0.1s to 10s for the 100 

samples for training. 

 Minimum error is the smallest error of the fuzzy

controller (corresponding to the parameter). If the error is less 

than or equal sub-optimal error, the optimal system and end, 

opposite the FNN trained by IBP to find the best parameters 

for the fuzzy controller. 

4.2. Construction of a fuzzy controller FNN 

4.2.1. Fuzzy neuron in FNN 

Figure 6. The fuzzy neuron types 

Fuzzy neural is Neural combined signals xi and weighted 
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wi  calculations used t-norm, t-conorm. So two types of  fuzzy 

neurons, AND neural fuzzy and OR neural fuzzy forming. 

Figure 6a) shows the structure neural fuzzy AND and Figure 

6b) shows the structure fuzzy neurons OR. 

FNN to train the fuzzy controller to find the best 

parameters for the fuzzy controller. FNN network structure 

consisting of five layers is shown in Figure 7: 

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Input

Fuzzifier

Rule

Consequent

Defuzzifier

Figure 7. FNN structures 

 Input layer: input variables of FNN the deviation of the

immediate output value (y) of the adaptive fuzzy controller in 

2.3.3 compared with the reference output value (ym) at two 

consecutive time t and t-T. The expression e(t) 

ymy(t) determines the current time errors and e(t-T)

ymy(t-T )  was determined time error after a delay time

T (in cycles taken previous sample).

 Fuzzifier Layer: this layer performs the function of

fuzzy values of input variables, will transmit each input value 

to set the corresponding language. For the control of the 

controller is sleek and smooth, FNN defuzzification method 

according bell shape. FNN divide domain of the value e(t) and 

e(t-T)  were normalized value in the values domain [-1,1] . 

 Rule layer: This layer contains the rules basis for

inference. FNN Use the rules of the AFC is presented in 

Section 2.1 

 Consequent layer: this layer performs the function of the

total results in the class node inference rules sent by the union 

to have been presented in Section 3.4. 

 Defuzzification layer: layer performs the function of the

fuzzy grade results, the results are calculated probability of 

packet marking optimum current state of the network, 

presented in Section 3.4. Fuzzy controller determines the 

value of the package removal rate represents the output of the 

fuzzy system. 

4.2.2. Training FNN 

The goal of the FNN is trained to select the best parameters 

for the fuzzy controller fuzzy AQM mechanisms. Training 

process based on the data obtained from the operation of 

AQM mechanisms in TCP/IP networks. Sample data for 

calibrating process at any one time is the actual input and 

actual output of the system TCP/AQM. Depending on the 

required accuracy and the computation time of the system that 

we shall select the number of samples as well as the time 

interval between the time of sampling. 

Based on simulation results of mechanisms, most of AQM 

mechanisms are stable after 5-8 seconds. Therefore, in the 

proposed FNN, we selected sampling in early 10s, including 

the transition period and the period setting and some sample 

data to learn the 100. The 100 model is selected because the 

sample period will be 0,1s, consistent comparisons with other 

AQM mechanisms. The samples taken much more will make 

the optimization problem more precisely, but brought about 

the complexity and computation time when it will be bigger. 

4.2.3. Adjust the parameters of the membership 

functions 

The problem is to find the jurisprudence updates adjust the 

parameters of the second layer FNN (performing fuzzy input 

values), when used in the membership functions of the second 

layer in the form of bell-shaped: 

2

1
( )

1

j j
i i

iA b
j

i i

j

i

x

x c

a

 

 
  
 

(13) 

Updating the adjustable parameters in the learning process 

is given by the formula: 

 ( 1) ( )
( )

j j

i i a j

i i

E
a t a t

a x



  


(14) 

( 1) ( )
( )

j j

i i b j

i i

E
b t b t

b x



  


(15) 

( 1) ( )
( )

j j

i i c j

i i

E
c t c t

c x



  


(16) 

( 1) ( )
( )

j j

i i p j

i i

E
p t p t

p x



  


(17) 

with 𝜂𝑎, 𝜂𝑏 , 𝜂𝑐 , 𝜂𝑝 is the training coefficient. Parameters a,

b, c of the membership function is calculated: 

1

2 ( )
( )( )(1 ( ))

( ) ( )
j

i

j
j m i i

j ij M jA
i i i i

j

j

b xE
y y f y x

a x a x








   




(18) 

   
1

( )( )(1 ( )).
( )

ln ( ) ln ( )

j
i

j m

j ij M A
i i

j

j

j j

i i i i i

E
y y f y x

b x

a x x c x








   



  
 

 (19) 
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1

2 ( )
( )( )(1 ( ))

( ) 1 ( )
j

i

j
j m i i

j ij M jA
i i i i

j

j

b xE
y y f y x

c x c x








   

 


(20) 

1

( )
( )

j m

ij M

i i
j

j

E
y y x

p x







 




 
(21) 

5. Construction FNNRED mechanism

The goal of building FNNRED mechanism is find the value 

of the parameter optimization for FLRED mechanisms have 

been developed in Section 2.1, using BP for training.  

5.1. Network training for FNNRED 

Training process for FNNRED with the goal of finding the 

optimal parameters for the fuzzy controller be done in layers 

structure in Section 4.2 by back-propagation algorithm 

enhancements are wrong, the input data is deviation queue 

length at two consecutive time Qe(t) and Qe(t-T) and output 

data is instantaneous queue length q(t). Figure 8. describes the 

process of training for FNNRED.  Fuzzy control of FNNRED 

is installed in NS2 [20] software according to theoretical 

models in Section 7.1 was tested on Matlab software is 

structured as following: 

Figure 8. Training model for FNNRED 

Number of sample data for the correction process is K = 

100 samples, were taken in the first 10 seconds of simulation 

activities. Because the two inputs of the fuzzy controller is the 

deviation of the queue in the current cycle Qe(t), deviation of 

the queue in the previous cycle Qe(t - T) and an output queue 

length q(t), so the sample data for training is a collection of 

samples of the form {𝑄𝑒𝑖(𝑡), 𝑄𝑒𝑖(𝑡 − 𝑇), 𝑞𝑖(𝑡)}, 𝑖 = 1 ÷ 𝐾.

5.2. Results Training for FNNRED 

After the training is finished, the results obtained are the 

optimal parameters for the membership functions of the 

FNNRED. The result of training is tested on the following 

Matlab software: 

Figure 9. The membership functions of  Qe(t) after training 

Figure 10. Membership functions of Qe(t-T) after training 

Figure 11. Inference surfaces of FNNRED after training 

6. Construction FNNREM mechanism

The goal of building FNNREM mechanism is find the 

value of the parameter optimization for FLREM mechanisms 

have been developed in Section 2, using IBP for training. 

6.1. Network training for FNNREM 

Training process for FNNREM with the goal of finding the 

optimal parameters for the fuzzy controller FLREM be done 

in 5 layers structure in Section 4.2.2, the input data is 

deviations resource nodes (queue length and bandwidth) with 

the use of (price variable) at two consecutive time Pr(t) và 

Pr(t-T) and output data is instantaneous queue length q(t). 

Figure 12 describes the process of training for FNNREM.  

Fuzzy control of FNNREM is installed in NS2 software 

according to theoretical models in Section 7.1 was tested on 

Matlab software is structured as following : 
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Figure 12. Training model for FNNREM 

Number of sample data for the correction process is K = 

100 samples, were taken in the first 10 seconds of simulation 

activities. Because the two inputs of the fuzzy controller is the 

deviations resource nodes (queue length and bandwidth) with 

the use of (price variable) at two consecutive time Pr(t) and 

Pr(t-T) and output data is instantaneous queue length q(t), so 

the sample data for training is a collection of samples of the 

form {𝑃𝑟𝑖(𝑡), 𝑃𝑟𝑖(𝑡 − 𝑇), 𝑞𝑖(𝑡)}, 𝑖 = 1 ÷ 𝐾.

6.2. Results Training for FNNREM 

After the training is finished, the results obtained are the 

optimal parameters for the membership functions of the 

FNNREM. The result of training is tested on the following 

Matlab software: 

Figure 13. The membership functions of  Pr(t) after training 

Figure 14. Membership functions of  Pr(t-T) after training 

.

Figure 15. Inference surfaces of FNNREM after training 

7. Simulation and results

7.1. Simulation Settings 

To evaluate the effectiveness of the AQM mechanism 

using fuzzy controllers FNN, we use common network model 

and simulation results of the mechanism was announced. At 

the same time, we combine the extensive network model in 

Figure 3:20 to extend the simulations for the case of multi-

flow send and receive, and multi-queue. 

In bottlenecks, respectively installing traditional AQM 

mechanisms represent the group queue management 

mechanism (such as RED, REM), the corresponding AQM 

mechanism using fuzzy control to improve primitive 

mechanisms (such as FEM, FUZREM), the AQM mechanism 

using adaptive fuzzy controller AFC (as FLRED, FLREM) 

and AQM mechanisms used self-learning fuzzy controller 

FNN (as FNNRED, FNNREM). 

Figure 16. Network simulation model 

In the simulation, using N flows changed from 10 to 300, 

the queue length at the bottleneck change from 100 to 1000. 

The path from the source to the bottleneck and the bottleneck 

to the destination are bandwidth of 15 Mbps and 20 ms latency 

change over the specific model. Transmission bottleneck in 

the script in this transmission bandwidth is 15Mbps and 

latency of 20 ms. Bottlenecks in the network nodes are 

installed to evaluate the algorithm. Buffer size at the 

bottleneck Q vary from case to evaluate. 

Establish communication protocols TCP/NewReno with 

congestion window is 240 packets, each packet size of 1000 

bytes. Buffer size of all queues is 500 packets. Reference 
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queue length for the mechanism to be set to 200 packets 

(40% buffer size). Sampling distance is 0.1 seconds, the 

execution time for the simulation program for mechanisms 

is 100 seconds. 

To evaluate the mechanism when the volatility of the 

network, we built two main scenarios: the queue length at 

the bottleneck change from 100 to 100 while the number of 

connections does not change (60 connections) and the 

packet flow to change (change of flow) from 10 to 300 in 

the queue length at the bottleneck constant (500 packets). 

7.2. Evaluation FNNRED and FNNREM 

7.2.1. Evaluation of packet loss rate 

From the graph Figure 3.21, shows that when the queue 

size at the router increases then the packet loss rate of 

mechanisms are reduced and when the increased number of 

connections to the router then the packet loss rate increases. 

Figure 17.. Packet loss rate of AQM mechanisms 

All these mechanisms have low packet loss ratio, even in 

the case of maximum load (the number of flow is 300), this 

figure is less than 0.6%. This is due to the mechanism using 

fuzzy control to control the queue to queue instantaneous 

value around the reference queue, should remain stable queue 

length, leading to the variable natural small latency low 

packet loss ratio. 

In all cases FEM always high packet loss rate and 

FNNREM packet loss rate  lowest. This is due to the fuzzy 

controller of FEM using Mamdani fuzzy with triangular 

membership function and the parameters of the fuzzy system 

it is not optimal. Conversely, due FNNREM use Sugeno fuzzy 

systems with bell-shaped function of parameter values 9 

domains and the optimal fuzzy FNNREM should have the 

lowest rate of loss. 

The mechanism AQM improve REM (FUZE, FLREM, 

NREM) control queues based on the queue length and packet 

flow to, packet loss rate should be lower than the AQM 

mechanism improved RED (FEM , FLRED, FNNRED) based 

on factors queue length. 

The control  queue of AQM mechanisms depends heavily 

on the fuzzy controller. From the graph in Figure 17, shows 

that the improvement with a traditional mechanisms (RED, 

REM), the mechanism using the adaptive fuzzy AFC will  

packet loss rate be lower than the mechanisms used the 

traditional fuzzy but the packet loss rate is higher than the 

mechanisms used fuzzy controller FNN. 

7.2.2.  Evaluation of Link Utilization level 

The graph in Figure 18, indicates the level of use link 

utilization level of the mechanisms. The ability to make use 

transmission of the mechanisms increased when the queue 

size and the number of connections increases. In all cases, 

almost all of the mechanisms used are level on 80% bandwith, 

FUZREM mechanism always use the lowest transmission, 

FNNREM mechanism always use the highest transmission. 

This suggests that the efficiency of the mechanism when using 

the fuzzy controller FNN, when FUZREM and FNNREM 

improved REM mechanism,  but using different fuzzy 

systems, FUZREM fuzzy systems used traditionally fuzzy 

system, FNNREM fuzzy systems used FNN fuzzy system. 

Figure 18. Link Utilization level of AQM mechanisms 

Based on the graph, find the partition mechanism on the 

level of traffic. In both graphs of Figure 18, the level of use of 

transmission is increased from group mechanisms using 

traditional fuzzy controller (such as FEM, FUZREM), 

followed by a group of mechanisms used controller AFC 

adaptive fuzzy (as FLRED, FLREM) to group the mechanism 

used fuzzy controller FNN (as FNNRED, FNNREM). This is 

consistent with the results of theoretical analysis, the AFC 

using Sugeno fuzzy systems have mechanisms to adjust 

output parameters K and the method of determining the form 

Gm for the target value, and FNN is built from AFC by train 

to get the value for the parameter optimization. 

8. Conclusions

This paper has proposed FNN model which is the 

combination of Sugeno fuzzy system with supervised learning 

techniques on the neural network according to back-

propagation algorithm with error is the average of the squared 

error. This model has solved the problem posed in the 

introduction which is how to get the best parameters for the 

fuzzy system? The results of the combination is illustrated by 

the construction of the two FNNRED and FNNREM 

mechanisms. The simulation results show the performance of 

AQM mechanisms to increase when applying of the 

traditional fuzzy controllers, adaptive fuzzy controller - AFC 

and self-learning FNN fuzzy controller to improve AQM 

mechanisms. 
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