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Abstract 

There are many dangerous diseases and high mortality rates for women (including breast cancer). If the disease is detected 

early, correctly diagnosed and treated at the right time, the likelihood of illness and death is reduced. Previous disease 

prediction models have mainly focused on methods for building individual models. However, these predictive models do 

not yet have high accuracy and high generalization performance. In this paper, we focus on combining these individual 

models together to create a combined model, which is more generalizable than the individual models. Three ensemble 

techniques used in the experiment are: Bagging; Boosting and Stacking (Stacking include three models: Gradient Boost, 

Random Forest, Logistic Regression) to deploy and apply to breast cancer prediction problem. The experimental results 

show the combined model with the ensemble methods based on the Breast Cancer Wisconsin dataset; this combined model 

has a higher predictive performance than the commonly used individual prediction models. 
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1. Introduction

Of all the cancers in the women, the breast cancer has the 

highest mortality rate, about 15%. Globally, an additional 

woman is diagnosed with the breast cancer every 15 

seconds. Building an application to help the patients, they 

can detect early, and predict with high accuracy, that are 

limit the mortality rate of the breast cancer. In addition, 

the applications are developed on cloud computing to 

reduce the cost of infrastructure facilities, to storage 

devices, to process data, and it also helps users, who can 

be accessed anytime, anywhere on the applications. 

To make the forecast with the highest (possible) accuracy, 

and to find the predictive model that is feasible, it is 

necessary. However, the current predictive models are 

only individual models that do not show generalization. 

Therefore, building a feasible, economical, highly 

generalizable predictive model is the desire not only of 

researchers but also of everyone in life. The method of 

combining many separate prediction models to give 

higher accuracy is called Ensemble methods. 

In this study, we use ensemble methods including three 

models (Bagging, Boosting, Stacking). In it, we will 

implement the techniques of three models with R 

language with breast cancer dataset on Amazon cloud 

computing (AWS). The forecasting model by Ensemble 

method, specifically Stacking (Stacking model that stacks 

three sub-models: Random Forest, Gradient Boosting and 
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Logistic Regression) has higher accuracy than previous 

individual models. 

The structure of the article is divided into 6 Sections. 

Section 2 is Decision Forest (includes Decision tree; 

Bootrap; Bagging; Boosting; and Stacking). Section 3 

showes the steps to connect the clouds. Section 4 is the 

Modeling. Section 5 is the Experiment with the Breast 

Cancer Wisconsin dataset; it presents the results of the 

proposed model with the comments and the evaluations. 

Section 6 is the Discussion and conclusion; it presents a 

summary of the results achieved. 

2. Decision Forest

2.1. Decision tree 

Decision tree [12] in Figure 1 is a supervised learning 

algorithm that includes both classification and regression 

prediction algorithms. The use of decision trees is to 

create a training model by learning simple rules from the 

training data or previous data and to form the output of 

the model. Therefore, a decision tree has good predictive 

ability on the training data set and to use this decision tree 

to predict on the test data set, it is necessary to find this 

decision tree. 

For example, decision tree with data is Beach Soccer, 

the data includes the attributes: Weather, Temperature, 

Humidity and Wind. 

Figure 1. Decision tree 

Based on the above model: If it is sunny, the humidity 

is normal, then the choice is to go out; And if it's sunny, 

the humidity is high, the choice is not to go out; If it's 

overcast, the choice is to hang out; If it rains, the wind is 

light, then the choice is to go out; When it rains, the wind 

is strong, the choice is not to go out. 

There are many algorithms to build decision trees such 

as: ID3, C4.5, CART, CHAID, MARS… In which, the 

ID3 algorithm is a popular algorithm and it is widely 

used. The Iterative Dichotomiser 3(ID3) algorithm was 

proposed by Ross Quilan [27] in 1986. 

At each node N, choose an attribute A (We can best 

classify N data based on attribute A). 

Create sub-branches for A, then distribute the data into 

sub-branches, respectively. 

Similarly, grow the tree until all training data is 

classified, or all attributes are used up. 

Note that each attribute is only used once along the 

tree's path from the root to the leaf. The two factors to 

choose the root node for a decision tree are Entropy and 

Gain. 

Information gain: 

Given a set S, and class c, Entropy can be defined as 

follows:  
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Information Gain measures the decrease in entropy if 

the set S is divided into subsets by attribute, it is 

calculated by the formula: 
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2.2. Bootrap 

The Bootstrap method [13] is a method of re-sampling or 

sampling with replacement, the Bootstrap method 

estimates parameters (parameters not resolved by other 

statistical methods). 

Sampling with replacement (meaning taking a random 

sample from the samples, recording the value of the 

sample and returning it to the sample). For this method, 

an instance may appear more than once in a single 

sampling and continue to do so until the end of the 

sampling. 
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Figure 2. Boostrap 

For example on Figure 2, with initial samples of 1, 2, 3 

Sample 1 has the values of A, it is a1, the value of B is 

b1, the value of C is c1. 

Sample 2 has the values of A, it is a2, the value of B is 

b2, the value of C is c2. 

Sample 3 has the values of A, it is a3, the value of B is 

b3, the value of C is c3. 

Applying the bootstrap method, the first result is 2; 3; 1 

corresponds with the values: a2, b2, c2; a3, b3, c3; a1, b1, 

c1. And return the sample, continue to take the second 

sample, the second result: 2; 2; 1 corresponds with the 

values: a2, b2, c2; a2, b2, c2; a1, b1, c1. And return the 

sample, continue sampling for the Bth time, the result of 

the B time: 3; 1; 3 corresponds with the values a3, b3, c3; 

a1, b1, c1; a3, b3, c3. 

2.3. Bagging 

Bagging method was proposed by Breiman [25], the aim 

of this method is to improve the efficiency with 

unbalanced data with single algorithm as decision tree. 

From the initial data set, the incense method is used to 

sample boostrap, and divide it into several subsets, and 

then train the same algorithm in parallel. The model 

results are the mean values of the models. 

Random Forest 
Random Forest [9]: A forest is a collection of many trees; 

a decision forest is a collection of many decision trees. 

The bagging method builds a large collection of 

uncorrelated trees to improve prediction performance, it is 

shown in Figure 3. 

Figure 3. Bagging 

2.4. Boosting 

Boosting [6] was built with the desire to improve some 

limitations of Bagging (since the models in Bagging learn 

individually, it does not affect and relate to each other, 

leading to bad results when the results of the models are 

overlapped). Therefore, the weak models in Boosting will 

be learned from each other to limit the error of the 

previous model. The training process in this method takes 

place sequentially in sequence. Boosting's powerful 

algorithms include: Adaptive, Gradient and Extreme 

gradient. 

Figure 4. Boosting 

Based on Figure 4, Boosting includes the following 

basic steps: 

Step 1: Creating multiple data sets through random 

sampling with replacement over weighted data; 

Step 2: Building learners sequentially; 

Step 3: Combining all learners using a weighted 

averaging strategy. 

Adaptive Boosting (AdaBoost) 
AdaBoost [14] is a form of Boosting algorithm that is 

widely used for binary classification model. AdaBoost is 

implemented by starting from the training data, successive 

models are generated from the error correction of the first 

model. This method is used with decision trees (the 

dicision trees have a short depth). When the first decision 
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tree is created, the performance of the tree per training 

sample is used as information to decide the next tree. This 

next tree will focus on selecting the training sample. The 

training data is difficult to predict, they will be assigned 

more weight than other samples. In turn, the model is 

created, the performance of the former will impact the 

later models.  

After building all the models, the prediction process 

will be performed on the new data. At this point, each 

node in the decision tree will be weighted depending on 

its accuracy on the training data. 

Gradient Boosting 
Gradient Boosting [28] is an algorithm in the Boosting 

group. Step 1: train the decision tree model to predict the 

outcomes. Step 2: calculate and compare the difference 

error (difference between the 1st error of the first model 

and the actual value). Step 3: train the decision tree model 

with the same previous feature, but add the error of the 

previous model. Step 4: The predicted value of the second 

model is added to the prediction error of the first model. 

Step 5: The value combined by step 3 is considered as the 

new predicted value. Finally, calculate the error of error 

(2nd error) based on the error between this value and the 

actual value. Repeat until the required quantity or error 

value remains constant. 

Extreme gradient boosting (XGBoost) 
Extreme Gradient or XGBoost [15] is a specific 

implementation of the Gradient Boost method, which uses 

approximations to find the best tree model. It uses a 

number of nifty techniques to implement with the 

structured data. Advantage of XGBoost: Training is very 

fast and it can be parallelized with distribution between 

clusters. 

2.5. Stacking 

Stacking [16] is a variant of the Ensemble model, which 

uses weak models. It then superimposes these weak 

models to create a predictive model, which has higher 

accuracy from the separate models (this method is 

intended to increase the robustness of the model). Like 

Boosting, Stacking uses more complex weighting 

schemes than Bagging (Bagging only uses simple uniform 

weight schemes). Stacking will combine the forecast 

results of several models. The Stacking model is shown in 

Figure 5. 

 
 

Figure 5. Stacking 

3. Connecting the clouds 

The cloud computing services reduce the cost of 

infrastructure facilities, storage and data processing 

equipment. In addition, these services help users, who can 

access anywhere. 

There are many ways to use cloud technology such as: 

IBM, Microsoft, Amazon, Google, VMware. In which, 

Amazon cloud technology (AWS) is selected to use with 

the R language. 

Step 1: Accessing the page "https://aws.amazon.com/" 

to create an account. 

Step 2: Using Amazon Machine Image (AMI), it is 

shown Figure 6. 

 

 
 

Figure 6. Amazon Machine Image (AMI)  
 

Step 3: Choosing the server to match. 

Step 4: Selecting the machine configuration, which you 

want to use, it is shown in Figure 7. 
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Figure 7. Choose an Instance 
 

Step 5: Selecting Configure Security Group 

Step 6: Finding the computer's Public IP address, this 

IP has just been created and accessed 

Step 7: Accessing and using the Rstudio on the AWS. 

4. Modeling  

4.1. Bagging model (random forest) in 
Rstudio 

Bagging model (random forest) in Rstudio is shown in 

Figure 8, it includes the following steps: 

Step 1: Using the Boostrap method to make 150 bags. 

Based on the variable “Diagnosis” (Benant(B) and 

Malignant(M)) to predict. 

Step 2: Splitting the data into training data (80%) and test 

data (20%) to train 150 bags in parallel, which was built 

in step 1. 

Step 3: 150 bags are recorded in this step. 

Step 4: the final result of the model is given by selecting a 

majority of votes out of 150 bags (150 bags are recorded 

in step 4). 

Step 5: Evaluating the performance of the decision tree 

model and the bagging model (random forest). 

 
 

Figure 8. Bagging model 

4.2. Boosting model in Rstudio 

Boosting model in Rstudio is shown in Figure 9, it 

includes the following steps: 

Step 1: Installing and using library (gbm), library (caret). 

Based on the variable “Diagnosis” Benign(B) and 

Malignant(M) to predict. 

Step 2: Splitting the data into training data (80%) and test 

data (20%). 

Step 3: Training the ada Boost model and the Gradient 

Boosting model. 

Step 4: Making predictions with the test data set. 

Step 5: Evaluating the performance of each model. 

 
 

Figure 9. Boosting model  

4.3. Stacking model with Random Forest, 
Gradient Boosting and Logistic Regression 

Stacking model with Random Forest, Gradient Boosting 

and Logistic Regression is shown in Figure 10, it 

includes the following steps: 

Step 1: Installing and using library (tidyverse), library 

(h20). Based on the variable “Diagnosis” Benign(B) and 

Malignant(M) to predict 

Step 2: Splitting the data into training data (80%) and test 

data (20%) 

Step 3: Training and cross-validate for three models: 

Random Forest, Gradient Boosting and Logistic 

Regression. 

Step 4: Training the Stacking model. 

Step 5: Evaluating the performance of each individual 

model and Stacking model. 

 
 

Figure 10. Stacking model 

5. Experiment 

5.1. Dataset 

In this paper, we used the Breast Cancer Wisconsin 

dataset. The features are computed from a digitized image 

of a fine needle aspirate (FNA) of a breast mass. They 

describe characteristics of the cell nuclei present in the 

image. Ten real-valued features are computed for each 
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cell nucleus: radius (mean of distances from center to 

points on the perimeter); texture (standard deviation of 

gray-scale values); perimeter; area; smoothness (local 

variation in radius lengths); compactness; concavity 

(severity of concave portions of the contour); concave 

points (number of concave portions of the contour); 

symmetry; fractal dimension ("coastline approximation" - 

1). 

5.2. Tools 

We have programmed in R language for predictive model, 

the models used are: Bagging model, Boosting model and 

Stacking model. In addition, we also use libraries: 

library(dplyr), library(ggplot2), library(e1071), 

library(caret), library(rpart), library(ipred), 

library(tidyverse), and package h2o, library(h2o) to 

integrate models. 

5.3. Scenario 1: The Bagging model 

Based on the variable “Diagnosis” Benign (B) and 

Malignant (M) to make predictions about performance M, 

B. In this experiment, we chose Bagging algorithm with 

Random Forest to split the data into 150 bags (or 150 

decision trees), that's to build the Bagging model. The 

results are presented in Table 1. 

Table 1. The accuracy of Decision Tree and 
Random Forest 

Model Decision Tree Random Forest 

Accuracy 0.9276 0.9592 

 

The average accuracy of the Bagging model (random 

forest) is 0.9592, which is higher than the average 

accuracy of Decision Tree Bagged of 0.9276. The 

comparison results are shown in Figure 11. 

 
 

Figure 11. Evaluate accuracy for the Bagging model 

5.4. Scenario 2: The Boosting model 

In this experiment, we used the Gradient boosting method 

with library(tidyverse), library(h2o). Split the dataset into 

Train (80%) and Test (20%). The results are presented in 

Table 2. 

Table 2. The accuracy of Ada Boost and Gradient 
Boosting. 

Model Ada Boost 
Gradient 

Boosting 

Accuracy 0.9598 0.9640 

 

Accuracy of Gradient Boosting model is higher than 

AdaBoost's Model Accuracy. The comparison results are 

shown in Figure 12. 

 
 

Figure 12. Evaluate accuracy for the Boosting 
model 

5.5. Scenario 3: The Stacking model 

We built the Stacking model by applying the following 

steps: 

- Splitting dataset into 2 parts: 1 Train set (80%) and 1 

Test set (20%). 

- Running three models: Gradient Boosting, Random 

Forest and Logistic Regression with Cross-Validation 

method (k-folds = 5). 

- Applying Random Forest to stack three 3 child 

models by. 

- Comparing the accuracy of each model with the 

Stacking model on the test data set. 

Table 3. The accuracy of Gradient Boosting, 
Random Forest, Logistic Regression and Stacking. 

Model 
Gradient 

Boosting 

Random 

Forest 

Logistic 

Regression 
Stacking 

Accuracy 0.9625 0.9581 0.9713 0.9911 
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With the results shown in Table 3, we can see the 

performance for each individual model. In which, the 

accuracy of Random Forest is 0.9581, it is the lowest. The 

accuracy of Gradient Boosting is 0.9625. The accuracy of 

Logistic Regression is 0.9713. And the Accuracy of 

Stacking model is 0.9911, it is the highest. The 

comparison results are shown in Figure 13. 

 
 

Figure 13. Evaluate accuracy for the Stacking model 

6. Discussion and conclusion 

In this article, we've explored and built three standard 

approaches in machine learning, and running the 

experiments in the AWS cloud using Rstudio. Apply them 

to the problem of predicting the likelihood of breast 

cancer with the variable “Diagnosis” (Benant(B) and 

Malignant(M)). The experimental results show that 

Ensemble methods are better than others. In which, the 

Stacking model based on three 3 child models give the 

best results in our test. The combination of the Ensemble 

method on the cloud platform will reduce the cost of 

facilities and storage devices. 
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