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Abstract 

INTRODUCTION: Video inpainting is a very important task in computer vision, and it’s a key component of various 

practical applications. It also plays an important role in video occlusion removal, traffic monitoring and old movie re storation 

technology. Video inpainting is to obtain reasonable content from the video sequence to fill the missing region, and maintain  

time continuity and spatial consistency. 

OBJECTIVES: In previous studies, due to the complexity of the scene of video inpainting, there are often cases of fast 

motion of objects in the video or motion of background objects, which will lead to optical flow failure. So the current video  

inpainting algorithm hasn’t met the requirements of practical applications. In order to av oid the problem of optical flow 

failure, this paper proposes a transformer-guided video inpainting model based on local Spatial-temporal joint. 

METHODS: First, considering the rich Spatial-temporal relationship between local flows, a Local Spatial-Temporal Joint 

Network (LSTN) including encoder, decoder and transformer module is designed to roughly inpaint the local corrupted 

frames, and the Deep Flow Network is used to calculate the local bidirectional corrupted flows. Then, the local corrupted 

optical flow map is input into the Local Flow Completion Network (LFCN) with pseudo 3D convolution and attention 

mechanism to obtain a complete set of bidirectional local optical flow maps. Finally, the roughly inpainted local frame and 

the complete bidirectional local optical flow map are sent to the Spatial-temporal transformer and the inpainted video frame 

is output. 

RESULTS: Experiments show that the algorithm achieves high quality results in the video target removal task, and has a 

certain improvement in indicators compared with advanced technologies. 

CONCLUSION: Transformer-Guided Video Inpainting Algorithm Based on Local Spatial-Temporal joint can obtain high-

quality optical flow information and inpainted result video. 

Keywords: video inpainting algorithm, flow-guided, attention mechanism, spatial-temporal transformer, Deep Flow Network, video 
target removal 
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1. Introduction

Video inpainting refers to filling the content of damaged 

regions in the video with the generated seemingly 

reasonable content [1], including inpainting damaged 

pixels, removing tears or blurring [2], etc. Video inpainting 

is a very classical algorithm in the field of computer vision, 
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which usually involves complex image processing 

technology, including image enhancement [3], denoising 

[4], interpolation [5], etc. As an important algorithm in the 

field of inpainting application, video inpainting can support 

many tasks of computer vision, such as video frame 

insertion and super-resolution, video denoising [6], 

damaged video inpainting [7], etc. These inpainting tasks 

of computer vision play an indispensable role in black and 

white video coloring, old video inpainting, and video 

EAI Endorsed Transactions on 
e-Learning 

Volume 8 | Issue 4 | 2022

https://creativecommons.org/licenses/by-nc-sa/4.0/
https://creativecommons.org/licenses/by-nc-sa/4.0/
mailto:%20wjasmine@hpu.edu.cn%20@emailaddress.com


J. Wang & Z. Yang

2 

(a) black and white video coloring

(b) 4k video inpainting

(c) video watermark removal

Fig. 1 Video inpainting application 

1.1. Research Background and Significance 

In recent years, with the economic development and 

scientific progress, artificial intelligence has gradually 

become an indispensable technology in people's life. As an 

important part of artificial intelligence, computer vision 

has been integrated into our life, including detection 

technology [8], segmentation technology [9], inpainting 

technology [10], etc. Among them, inpainting is a 

technology to complete the object without knowing the 

missing part information of the object. As early as the 15th 

century, many artists used their imagination to manually  

inpaint medieval works of art (such as murals) in the way 

of filling [11], making the structure of the inpainted works 

of art more complete and the texture clearer. However, this 

early inpainting technology has the disadvantage that it is 

difficult to restore after the inpainting error, and the art 

inpainted in this way is also easy to be damaged by others. 

Until later 2000, Mr. Bertalmio et al. [12] proposed for the 

first time to simplify image inpainting into a mathematical 

expression, which is a digital image inpainting method and 

can fill the texture and structure of the missing region of 

the image. So far, artists are not inpainting the entity of 

artworks, but only scanning the artworks and old books to 

the computer for inpainting. This method of digital image 

inpainting saves human resources while protecting literary  

and artistic films. 

Video inpainting technology is widely used in the 

restoration of old film and television works [13, 14], the 

restoration of occluded video [15-17], and the removal of 

video objects [18]. With the development of digital devices, 

from digital cameras to smart phones, there are more and 

more ways to capture and save videos. Due to the problems 

of blurred flicker, too many times of playing, and film 

damage of old literary and artistic films, it is often 

necessary to use digital video inpainting technology to 

inpaint the video. Moreover, in the process of video 

shooting, uncontrollable factors such as external noise and 

object occlusion in the video often occur, resulting in 

missing regions in the video. In addition, it also plays an 

important role in video surveillance [19, 20], remote 

sensing satellites [21, 22] and other fields. In the task of 

plant protection, the remote sensing satellite image video 

information can monitor the condition of plants and 

prevent pests from eating. In the field of security, video 

surveillance combined with face recognition technology 

can be used to hunt down criminal gangs. Video is a four-

dimensional sequence, so the video inpainting algorithm 

must meet the spatial consistency of each frame in the 

inpainted result video and the time continuity of all 

sequences. The research significance of video inpainting is 

as follows: 

(1) Restoration of old film and television works

Old film and television works may be damaged after

unreasonable play, storage or scanning, so the preservation 

and recovery of old film and television works is a very 

important task. The old video image may be less than 10 

frames per second, and the Playback will be very slow. 

Therefore, the video inpainting uses the frame filling  

method to make the old video become more than 60 frames  

per second, and uses the video coloring method to make the 

black and white video into color video, which looks more 

comfortable. As shown in Fig. 2 In addition, the old film 

and television works also include video noise reduction, 

video resolution expansion and other methods. Video noise 

reduction is aimed at the case of unexpected noise in the 

process of saving old video; Video resolution amplification 

technology aims at 4k video inpainting to improve the 

definition of video. 

watermark removal. The application of video inpainting
algorithm is shown in Fig. 1. In Fig. 1(a), you can see the
application of black and white video coloring, which is an
old film and television work from modern China. The
video inpainting algorithm can use a deep neural network
trained in a large number of color images to color a single
frame of black and white video.The application of 4k video
inpainting can be seen in Fig. 1(b), the inpainting
algorithm uses enhancement techniques to upgrade video
to Ultra High Definition Standard in terms of physical
resolution, video frame rate, color gamut, and color depth.
The application of video watermark removal can be seen in
Fig. 1(c). The inpainting algorithm erases the watermark
in the video through a deep neural network.
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(a) old video
(b) frame recovery and

coloring 

Fig. 2 Recovery of old video 

(2) Corruped video inpainting

Corrupted video is defined as occlusion (such as video

watermark) in some regions in a frame of video. It is 

necessary to use video inpainting technology to remove 

these corruped regions. Generally speaking, the position of 

the occluded region is fixed. Fig. 3 shows the video image 

of the middle fixed occlusion region and the inpaintinged 

video. 

(a) corruped video (b) inpainting result

Fig. 3 Inpainting of corruped video 

(3) Video target removal

Nowadays, with the popularity of short video

platforms, more than 400 million creative videos are 

submitted every day. However, due to the limitations of 

shooting conditions and equipment performance, some 

materials may have problems. For example, when shooting 

in busy streets, unexpected objects often enter the camera 

by mistake. In view of this situation, video inpainting 

technology can help post-production personnel remove 

redundant targets in the video and ensure the quality of the 

final video work. As shown in Fig. 4. 

Fig. 4. Video object removal 

For the above problems, video inpainting algorithm 

based on Deep Flow Network has very important research 

significance in practical applications. However, achieving 

high-quality inpainting is still a difficult task in the field of 

computer vision. Therefore, it is a valuable research topic 

to solve the problems of video inpainting on the basis of 

Deep Flow Network. 

1.2. Research Background and Significance

Before the popularity of deep learning, most image 

inpainting methods were mainly divided into these 

categories: diffusion-based inpainting, texture-based 

inpainting and block-based inpainting. First of all, the 

diffusion-based inpainting method diffuses information in 

the neighborhood around the target missing region, so that 

the pixel value of the missing region can be calculated from 

the surrounding neighborhood pixels, so as to achieve the 

purpose of inpainting the image. It can effectively deal with 

the noise and distortion in the image, but this method is 

difficult to inpaint the image of a large region of missing 

regions. Secondly, the method based on texture synthesis  is 

also a common image inpainting method. It synthesizes the 

texture of the missing region in the image and the texture 

of the surrounding region, so as to achieve the purpose of 

inpainting the image. It has high-quality inpainted results 

for inpainting images with large regions of missing regions. 

The block-based inpainting method [23, 24] divides the 

original image into several blocks, samples information  

from known blocks similar to the missing blocks, and fills  

them into the missing blocks to complete the inpainting. 

Finally, the block-based image inpainting method can 

effectively solve the local missing in the image, but the 

effect is poor when processing the image with large region 

missing, and the algorithm complexity is high. These 

traditional image inpainting methods still have defects, the 

main reason is that these methods are based on the known 

information of the image to fill the information of the 

missing region of the image. After the deep learning 

method became popular, the learning-based method began 

to penetrate into the field of image inpainting. This kind of 

method can generate some new content that is not in the 

original image. 

These traditional image inpainting methods have been 

extended to the field of video inpainting. Traditional 

methods may not maintain the time continuity of inpainted 

results in the process of video inpainting. More importantly, 

unlike the deep learning method, traditional methods can’t 

capture high-level semantic information. Therefore, 

traditional methods can’t inpaint video content in complex 

motion regions containing one or more objects. After years 

of research and development, video inpainting technology 

is mainly divided into two categories: block-based video 

inpainting, and video inpainting based on deep neural 

network. 

1.2.1. Block-based video inpainting
algorithm 

Early video inpainting methods mainly described the 

inpainting process as a block-based optimization problem. 

The block-based method is roughly the same as the image 

inpainting method. According to the set priority, the best 

matching block is searched from the known blocks similar 

to the missing block, and the missing block is filled. In 

2006, Shiratori et al. [25] proposed a method based on 

sports field transmission to complete video content. This 

method fills the missing region of the video by sampling 

the spatial-temporal block of local motion instead of 

sampling the color. Once the local motion field is 
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calculated in the missing region of the video, the color can 

be propagated to produce a coherent seamless video. In 

2007, Wexler et al. [26] proposed a new block-based video 

completion method. It takes the video completion task as a 

global optimization problem of an objective function, by 

sampling a 5 × 5 × 5 and iterate to search the nearest 

neighbor block and calculate the weighted average to fill 

the missing region. In 2012, Granados et al. In 2014, 

Strobel et al. [27] extended the image inpainting method 

based on sample blocks proposed by Criminis et al. [28] to 

the field of video inpainting. This method first proposes a 

color and flow inpainting to ensure the time consistency of 

the inpainted results even under the complex motion of the 

foreground object and the background object. In the same 

year, Newson et al. [29] proposed an automatic video 

inpainting algorithm based on global function optimization  

of 3D blocks. This method can deal with various complex 

situations in video inpainting, such as accurate 

reconstruction of dynamic texture, multiple moving objects 

and moving background, and is mainly used to solve the 

inpainting of dynamic video (such as video shoting by 

handheld camera). 

In general, block-based video inpainting algorithms 

have been widely studied at new technologies, such as deep 

learning, are constantly introduced to improve the 

inpainting effect and operational efficiency of the 

algorithm. However, block-based inpainting algorithms  

usually assume that there is a uniform motion field in the 

missing region, and in general, the algorithm is limited by 

complex motion. In addition, block-based inpainting 

algorithms often have high computational complexity, 

which isn’t feasible for real-time applications. 

1.2.2. Video inpainting algorithm based on 
deep neural network 

In 2019, Wang et al. [30] proposed a data-driven video 

inpainting method for recovering missing regions in video. 

For the first time, they proposed a new deep network 

framework that combines 3D and 2D full convolution. This 

framework includes two subnetworks: time structure 

estimation network and spatial detail inpainting network. 

The time structure estimation network is built on the 3D 

full convolution network. Because of the high 

computational cost of 3D convolution, only low-resolution 

video frames are learned to inpaint. However, the inpainted 

results of this method in complex scenes are fuzzy and have 

certain requirements for memory. The use of 3D 

convolution architecture limits the resolution of video. In 

the same year, Kim et al. [31] proposed a deep cyclic neural 

network model based on encoder-decoder that can quickly 

inpainting video. The model uses a fixed time domain 

window to collect and optimize information from a small 

number of adjacent frames and synthesize unknown 

regions. The time continuity of the output results is 

guaranteed through the cycle feedback and time storage 

module. However, because the algorithm uses a fixed time 

window, it can’t transfer the content that is far away in time. 

In the same year, Xu et al. [32] proposed a video inpainting 

method based on optical flow-guided. They use the 

proposed Deep Flow Completion network to generate the 

relevant optical flow field in the spatial-temporal domain 

through coarse-to-fine optimization, and then guide the 

pixel propagation process by predicting the optical flow 

field to fill the missing region in the video. Under the 

guidance of the complementary optical flow field, the 

network can fill the missing regions in the video. In the 

same year, Murase et al. [33] used convolutional neural 

network to effectively estimate the optical flow field in the 

occluded background region. This method is applicable to 

all kinds of videos, but the completed video often contains 

visible artifacts, especially the spatial-temporal seams in 

the dynamic region. In 2020, Zeng et al. [34] proposed an 

aggregated spatial-temporal transformer network for video 

inpainting. The network fills the damaged regions in all 

video frames through the multi-head self-attention 

mechanism, and optimizes the aggregated spatial-temporal 

Transformer network by using the spatial-temporal counter 

loss. In the same year, Gao et al. [35] proposed a flow-

based video completion algorithm, which solved the 

problem that the flow-guided completion method couldn’t 

maintain the sharpness of the moving edge. This method 

first extracts and complements the moving edges, and uses 

them to guide the segmented smooth complementing flow 

of sharp moving edges. However, this method has 

limitations. They input frames with missing regions into 

the Deep Flow Network. the existence of masks may 

interfere with the motion of objects in the video. This has 

high quality results for video target removal, but it will 

appear blurred in the video inpainting scene. In 2022, 

Zhang et al. [36] proposed the Transformer model based on 

flow-guided, which uses the movement difference of flow 

to guide the attention recovery in the Transformer, and 

designed an flow completion network to complete the 

damaged flow through the optical flow characteristics of 

the reference frame, transmit the content across the video 

frame, and finally use the flow guidance transformer to 

synthesize the remaining missing regions. However, the 

calculation speed of the Transformer model based on flow 

guidance is slower than that of other methods, and it is very 

dependent on the complete optical flow. When inpainting 

video with large displacement motion, it will be unable to 

use the guidance of the complete flow. 

From the research status we can see that video 

inpainting algorithm has entered a stage of rapid 

development. The video inpainting technology based on 

deep neural network can inpainting more complex scenes, 

and has a high-quality inpainting result. The general video 

inpainting technology based on the Deep Flow Network 

has achieved some results in the video target removal task, 

but for more effective optical flow-guided video inpainting 

algorithm, further exploration is needed. Therefore, the 

focus of this paper is to obtain high-quality flow, as well as 

effective optical flow-guided video inpainting algorithm. 

1.3. The Innovation Main Content 

J. Wang & Z. Yang  
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Video inpainting is a common task in computer vision, 

and it is also widely used in the fields of restoration of old 

cultural relics, video monitoring technology and remote 

sensing satellites. In recent years, with the rapid 

development of deep neural networks, the research of video 

inpainting algorithms has made great progress. However, 

there are still many problems in the video inpainting 

algorithm based on Deep Flow Network. For example, in 

the scene of missing region in the middle of the video, if 

the motion, displacement or background of the object 

changes greatly, the optical flow will fail or the inpainted 

result will appear large area blur and artifacts. The existing  

video inpainting algorithm based on deep optical flow 

network does not completely solve these problems, and 

more exploration and research are needed. To solve the 

problem of obtaining high-quality predicted optical flow, 

we propose an optical flow-guided video inpainting 

algorithm based on spatial-temporal transformer. First, 

according to the strong spatial-temporal information that 

optical flow may have in the near time domain, a local time 

sampling window is designed to sample the frames in the 

neighborhood of the damaged frames, and a group of 

damaged local frames is obtained. On the one hand, take 

this group of damaged frames as the input of the LSTN, 

and obtain the roughly inpainted local frames through the 

encoder, decoder and spatial-temporal transformer. On the 

other hand, input this group of damaged frames into 

another optical flow completion network, calculate a group 

of local forward and backward optical flow diagrams with 

time-space information, and then pass through the LFCN 

with pseudo three-dimensional convolution layer, channel 

attention module and spatial attention module, the 

complete forward and backward local optical flow map is 

obtained. Finally, the rough inpainted local frame and the 

complete local optical flow map with spatial-temporal 

complementary information are sent into the spatial-

temporal transformer module to obtain the final local 

inpainted results. The algorithm process is iterative until all 

damaged frames are inpainted. The experimental results 

show that the proposed algorithm can still obtain 

reasonable visual inpainted results while increasing the 

complexity of the model. 

In general, the methods proposed in this paper have 

the following contributions: 

1. To solve the problem of video target removal, we

propose a flow-guided video inpainting algorithm based on 

spatial-temporal transformer. 

2. The damaged frame is sampled through the local 

time sampling window, and Local Spatial-Temporal joint 

Network is designed. The network inputs the sampled 

reference frame and outputs the roughly inpainted local 

frame. 

3. LFCN is designed, which combines the Deep Flow

Network to predict the optical flow of the local damaged 

frame. 

The structure of this paper is as follows: 

We first review relevant work in Section 2, explain the 

network model framework of video inpainting algorithm in 

Section 3, and introduce the comparison of experimental 

results and indicators in Section 4. Finally, conclusions and 

prospects are given in Section 5. 

2. Dataset

DAVIS dataset [37] is a publicly annotated dataset for 

video segmentation, which is characterized by dense pixel-

level annotation of moving objects in each frame. The 

DAVIS-2016 dataset contains 90 video sequences, and the 

DAVIS-2017 dataset contains a total of 150 video 

sequences, including 60 train sequences and 90 test 

sequences, including various video scenes, such as moving 

objects, occluded objects, light changes and the 

background is complex. The DAVIS-2016 dataset 

annotates all frames of each video at the pixel level. The 

number of frames of each video in the DAVIS-2017 dataset 

ranges from 20 to 70, and annotates the moving objects of 

each video at the pixel level, which provides more fine-

grained annotation information, such as the shape and 

posture of the target, while reducing the workload. Each 

video sequence has a ground truth for foreground and 

background segmentation. The pixel value of the 

background object is marked as 0, and the pixel value of 

the foreground object is marked as 1. The annotation 

information of DAVIS-2017 dataset can be used to evaluate 

the accuracy and robustness of video processing algorithms. 

The annotation information is shown in Fig. 5. 

Table 1 shows the comparison of the number of videos, 

frames and objects in the DAVIS-2016 and DAVIS-2017 

datasets. 

Fig. 5 Diagram of DAVIS-2017 dataset annotation 

Table 1 Data comparison between DAVIS-2016 and 
DAVIS-2017 datasets 

DAVIS-2016 DAVIS-2017 

train test train test 

Number of 

sequences 
30 20 60 90 

Number of 

frames 
2079 1376 4219 6240 

Number of 

objects 
30 20 138 238 

Due to the finer granularity of the data annotation 

information of DAVIS-2017 dataset, several challenging 
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scenarios have been added, such as fast motion, blurring, 

low contrast, etc., and the openness of the dataset has 

promoted the research progress in the field of video 

processing, making it the benchmark dataset for many new 

video processing algorithms, attracting more and more 

researchers' attention and use. 

Different from the small-scale DAVIS dataset, the 

YouTube-VOS dataset [38] is a large-scale dataset used for 

video algorithm research. The dataset was originally used 

for video target segmentation, including 3471 video train 

sequences with densely sampled multi-target annotations, 

541 video test sequences and 507 video Validation  

sequences, with an average of 150 frames per video 

sequence. Each video sequence contains one or more 

foreground objects, and the foreground objects have a 

pixel-level annotation information. The YouTube-VOS 

dataset has large-scale video sequences, covering different 

scenes from different angles, such as outdoor, indoor, 

sports, etc.; It also contains many challenging video 

sequences, such as occluded objects, complex background, 

fast motion scenes. In addition, because the dataset 

searches data from YouTube video sharing platform, it 

contains some unique scenes and objects, such as humans, 

various animals and different types of vehicles. In short, 

YouTube-VOS dataset is widely used in the video field and 

has become one of the important benchmark datasets for 

evaluating and comparing various video processing 

algorithms. 

Although both DAVIS and YouTube-VOS datasets are 

designed for video object segmentation, because the 

sequences in the datasets can extract rich motion 

information, this paper conducts model training and testing 

on these two datasets. 

3. Methodology

With the rapid development and progress of science, 

Transformer has been introduced into various computer 

vision tasks, such as image classification [39-42], object 

detection [43, 44], motion detection [45], segmentation 

[46], due to its excellent ability to model and capture 

remote features. Video inpainting depends on the 

transmission of relevant content across frames in the 

spatial-temporal domain[47], so researchers have also 

applied Transformer to the video inpainting task. The video 

inpainting algorithm has obtained great achievements from 

the traditional block-based method to the flow-based 

method, and then from the convolutional neural network 

method to the attention mechanism based Transformer 

method. Transformer's development in the field of video 

inpainting is mainly based on its application in the field of 

natural language processing, and attempts to inpainting the 

frames of video. Later research proved that this idea is 

feasible. Transformer can inpainting the noise and missing 

frames in the video to improve the quality and visualization  

of the inpainted video. Generally, there are two 

transformer-based video inpainting methods. One 

transformer-based method is to use the self-attention 

mechanism to capture the correlation and dependency 

between video frames, and use the attention mechanism to 

inpaint video frames [36, 48, 49]. Generally speaking, the 

transformer-based method encodes the entire video 

through the encoder, and then uses the decoder to predict 

missing and damaged frames. In the decoder, the self-

attention mechanism is used to calculate the correlation 

between the current frame and other frames, and the 

inpaintinged frame is generated according to the 

correlation. Another transformer-based video inpainting 

method is to use a multi-task learning framework to 

simultaneously perform video inpainting and inter-frame 

correlation prediction [105, 106]. Different from the first 

method, this method uses an encoder to extract features 

from the video and uses a self-attention mechanism to 

capture the relationship between frames. Then, the missing 

and damaged frames are predicted by two decoders. In 

general, the video inpainting method based on Transformer 

has solved some problems in the field of video inpainting 

to a certain extent, and has broad application prospects. 

However, there are still some limitations and challenges in 

the current method, such as the need for a large amount of 

computing resources and time, strong dependence on data, 

inaccurate attention retrieval, which need further research 

and improvement. 

In addition, the previous flow-based video inpainting 

method [32, 35] divides the inpainting process into three 

steps: optical flow completion, pixel propagation and 

image synthesis. In the process of optical flow completion, 

the damaged flow is processed by completing the missing 

regions in the optical flow map. In the process of pixel 

propagation, the pixel value of the reference frame is 

propagated to the missing region under the guidance of the 

completion flow. Finally, in the process of image synthesis, 

the incomplete missing regions in the process of optical 

flow guided pixel propagation need to be synthesized using 

image inpainting methods. Compared with the method of 

directly synthesizing pixels, the flow-based method has 

better time consistency, because the flow-based method 

can explicitly propagate pixel values from adjacent 

frames[50]. However, flow-based methods may have 

defects in the process of optical flow completion[51]. For 

example, in the process of optical flow prediction, it is 

necessary to capture the spatial-temporal relationship from 

the damaged flow of other frames. Inaccurate optical flow 

estimation, nonlinear motion and fast motion between 

frames will cause the flow of adjacent frames to also have 

different values and directions, resulting in the predicted 

flow not maintaining time consistency. Therefore, this 

paper uses a local time window to sample the local 

reference frame and extract the optical flow map between 

the reference frames without considering the influence of 

the spatial-temporal information of other flows. Because 

the optical flow in the local time window is related to some 

extent, the method in this paper combines the 

characteristics of the local flow and fully utilizes the 

spatial-temporal relationship and complementary  

characteristics of the local flow to make the compensation 

accuracy of the damaged flow higher. 
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In this paper, a local time sampling window is 

designed to extract the local frames in the neighborhood of 

the damaged frame. On the one hand, rough inpainted 

frames are deduced through LSTN with attention 

mechanism; On the other hand, the local damaged optical 

flow map in the local time window is calculated, and LFCN 

is used to complete the optical flow map. Finally, the local 

damaged frame, the completed optical flow amp and the 

rough inpainted result are sent to the spatial-temporal 

transformer to get the final inpainted result video frame. 

3.1. Network structure 

Suppose 𝑓 = {𝑓1 , 𝑓2 , … , 𝑓𝑁
}  is a video sequence with 𝑁

frames, and the mask sequence corresponding to each 

video frame is 𝑀 = {𝑚1, 𝑚2, … , 𝑚𝑁
} . Input video

sequence 𝑉 and corresponding mask sequence 𝑀 into the 

video inpainting algorithm to obtain the inpainted result 

video sequence 𝑌 = {𝑦1̃ , 𝑦2̃ , 𝑦3̃ , … , 𝑦�̃�
} . The network

framework of the inpainting algorithm is shown in Fig. 6, 

which is mainly divided into the following three steps: 1) 

Sampling local frames from the neighborhood of the 

damaged frame through the local time sampling window 

and inputting them into the LSTN, which outputs the 

roughly inpainted local frames. 2) The RAFT and LFCN 

are used to extract and complete the local reference optical 

flow map from the local time sampling window. 3) The 

spatial-temporal complementary relationship of the 

complete optical flow, the roughly inpainted frame and the 

partially damaged frame are input into the spatial-temporal 

transformer in parallel to obtain the final video inpainted 

result. 

Fig. 6 Structure graph of Transformer Guided Video 
Inpainting Algorithm Based on Local Spatial-

Temporal joint 

3.2. Network structure 

When inpainting videos of complex scenes, due to the 

fast motion of objects in the video, the motion of multiple 

background objects , the extraction and completion of the 

optical flow map by the Deep Flow Network may fail [36]. 

However, in a local time neighborhood in the motion field, 

there may be very strong correlation between frames. 

Therefore, this paper designs a local time sampling window 

to sample the neighborhood of the damaged frame, and 

takes five frames of images in the forward and backward 

of the damaged frame respectively. In addition, the local 

reference frame obtained through the local time sampling 

window is also very useful for the subsequent algorithm 

flow. The method in this paper can further predict and 

complete the flow through the relevant time relationship 

existing in the local optical flow [52]. In addition, it is 

difficult to complete the damaged optical flow without 

considering the damaged video content, so this paper 

designs a LSTN that can obtain RGB pixel values. The 

network includes an encoder, a decoder and three 

Transformer modules. The method inputs local adjacent 

frames and corresponding masks into the LSTN. The 

encoder in the network will extract the features of each 

local adjacent frame. After capturing the feature map, the 

Transformer module will fuse all the missing region 

information in the deep coding space of the local reference 

frame and send it to the decoder. The decoder will roughly 

complete the RGB pixels and reconstruct the spatial-

temporal consistent local frame, this process is shown in 

formula (1). 

�̃� = ∑ 𝑳(𝒇𝒊 , 𝒎𝒊)
𝒌
𝒊   (1)

Where, 𝐿  represents the LSTN model, 𝑘  represents 

the size of the reference frame sampling window, and 𝑓𝑖

represents the 𝑖  th local frame, 𝑚𝑖  represents the mask

corresponding to the 𝑖 th local frame, and the output result 

𝑥   of the final network [53]. It is the roughly inpainted 

reference frame content, which can provide video reference 

information for the subsequent stream completion process. 

Fig. 7 Framework of Local Spatial-Temporal joint 
Network 

The LSTN network structure is shown in Fig. 7 (a). 

Among them, the orange block represents the two-

dimensional convolution layer, and The size of convolution 

kernel used in this paper is 3 × 3, The light green color 

block represents the activation function layer and uses the 

LeakyReLU activation function; The yellow block 

represents the deconvolution layer, and the convolution 

core size is also 3 × 3. The gray rectangular block 

represents the Transformer module. The method in this 

paper uses three Transformer modules. Its algorithm details 

are shown in Fig. 7 (b). The Mulit-Head Attention layer is 

used to form attention with multiple subspaces, which 

helps the model to focus on and capture the feature 

information of multiple layers. The dropout layer is used to 

prevent over-fitting and increase the robustness of the 

Transformer-Guided Video Inpainting Algorithm Based on Local Spatial-Temporal joint

EAI Endorsed Transactions on 
e-Learning 

Volume 8 | Issue 4 | 2022



8 

network. In addition, because the matrix multiplication in 

the multi-head self-attention mechanism is linear 

transformation and the learning ability isn’t as good as 

nonlinear transformation, the method in this paper 

introduces a feed forward network layer and uses a 

nonlinear activation function in its internal structure. 

Finally, the reconstruction loss of corrupted region and 

valid region is used to guide the training process. The 

reconstruction loss of corrupted region and valid region is 

shown in formula (2) and formula (3). 

𝑳𝒄 =
‖𝒎𝒊 ⨀(�̃�𝒊−𝒙𝒊)‖𝟏

‖𝒎𝒊 ‖𝟏
(2) 

𝑳𝒗 =
‖(𝟏−𝒎𝒊 )⨀(�̃�𝒊−𝒙𝒊)‖𝟏

‖𝟏−𝒎𝒊‖𝟏
(3) 

Where, 𝐿𝑐  represents the reconstruction loss value of 

the corrupted region, 𝐿𝑣 represents the reconstruction loss

value of the valid region, ‖𝑚𝑖
‖

1 represents the 𝐿1 norm of 

the mask corresponding to the 𝑖 th frame, and ⨀ represents 

the Hadamard Product. 

3.3. Local Flow Completion Network 

In this paper, after the locally damaged frames are 

sampled through the local time window, in order to obtain 

the complementary characteristics of optical flow between 

them, the RAFT is first used to calculate the locally  

damaged optical flow map. In the process of predicting 

optical flow, it’s necessary to use two frames of image 

input RAFT to estimate local flow, so the spatial-temporal 

information of other optical flows can’t be considered. In 

addition, because every moving object has a degree of 

resistance to the change of its own motion state, there is a 

certain correlation between the motion of the object in the 

local time neighborhood of the motion field. The 

complementary characteristics of the flow can be combined 

through the local motion window, which can effectively 

improve the accuracy of the optical flow complement. In 

addition, 3D convolution is very expert in capturing the 

relevant information of spatial-temporal dimension in 

video, but 3D convolution has some defects, such as the 

huge amount of network parameters and the large amount 

of video memory required for calculation, which makes  

network optimization more complex. 

Fig. 8 Structure graph of Local Flow Completion 
Network 

Therefore, in view of [54] using 3 × 3 × 3 to simulate 

the method of 3D convolution. This paper proposes LFCN, 

as shown in Fig. 8. The encoder of this network combines 

the spatial-temporal characteristics of local flow through 

pseudo 3D modules, and uses the Spatial Attention Module 

(SAM) [55] and the Channel Attention Module (CAM) [56] 

to collect the relevant information between local flows, the 

receptive field is expanded while without increasing model 

parameters by using hole convolution. The spatial attention 

module and channel attention module are shown in Fig. 9 

(a) and Fig. 9 (b) respectively. The method in this paper 

uses 𝐹𝑖  represents the optical flow map of the 𝑖 th video

frame, 𝐹𝑓/𝑏 represents the forward or backward damaged

optical flow, 𝑛 represents half the size of the local window,

and 𝐹𝑓/𝑏 = [𝐹
𝑓

𝑏
𝑖−𝑛→𝑖−𝑛+1 , … , 𝐹

𝑓

𝑏
𝑖 , … , 𝐹

𝑓

𝑏
𝑖+𝑛−1→𝑖+𝑛]

respectively input into Encoder, and output the optical flow 

map of feature fusion through pseudo 3D convolution, 

which can be expressed as formula (4). 

𝑭𝒊+𝟏 = 𝑻(𝑺(𝑭𝒊
)) + 𝑭𝒊 (4) 

Where, 𝑇  represents one-dimensional time 

convolution and 𝑆  represents two-dimensional space 

convolution. In the process of optical flow completion, the 

method in this paper obtains the fusion features by reducing 

the resolution of optical flow sequence while keeping the 

time dimension of optical flow sequence unchanged. 

Finally, the complete optical flow map 𝐹𝑖+1
̃   is obtained

from the two-dimensional convolution decoder。 

Fig. 9 Spatial Attention Module and Channel 
Attention Module 

In addition, considering that there is no Ground truth 

after the target of the optical flow map is removed, the 

method in this paper uses the masks of other videos in the 

dataset to put into the current video sequence during the 

training process of LFCN. The only work that the model 

needs to do is to remove the masks of non-original videos, 

which solves the problem of no Ground truth. The method 

in this paper uses 𝐿1. The quality of loss supervision and

completion is eliminated by the consistency test of the 

Ground truth, as shown in formula (5). 

𝑳𝟏 = ‖𝑭𝒊 − 𝑭�̃�‖𝟏
(5) 

3.4. Spatial-Temporal Transformer 
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After obtaining the complete optical flow, the method 

in this paper spreads the optical flow track information  

from the valid region to the damaged region of the local 

video sequence, and fills the damaged region. At the end of 

this process, in view of the article of Zeng et al. [34], this 

paper designs a spatial-temporal transformer. The 

difference is that the method in this paper takes the 

damaged frame as input and adds the roughly inpainted 

local frame, so that the attention mechanism in the spatial-

temporal transformer can better capture the information of 

neighboring frames and serve as a reference. Since the 

spatial-temporal complementary information of the 

complete optical flow map contains the position 

relationship between the foreground object and the 

background region, the method in this paper first uses 

formula (6) to calculate the information 𝐹   of the

complementary optical flow, the damaged frame 𝑥  and its 

corresponding mask 𝑚  carry out the pixel propagation 

process, and an incomplete inpainted result map can be 

obtained. Combined with rough inpainted of local 

reference frame 𝑥 , they are sent into the spatial-temporal 

Transformer model together, and use the multi-head self-

attention mechanism to search information in time and 

space dimensions. The larger block in the multi-head self-

attention module can capture the background information , 

while the smaller block can capture the information of the 

moving foreground object. This process is shown in Fig. 
10. 

Fig. 10 Structure graph of spatial-temporal attention 
mechanism 

𝑭𝒊→𝒋
̃ = 𝑭𝒏(𝒇𝒊 𝒊

,𝒇𝒋 )  (6)

Where, 𝐹𝑛   represents the FlowNet model, 𝑓𝑖   and 𝑓𝑗

represents two input video frames, 𝐹𝑖→𝑗
̃   represents the

extracted optical flow map. 

As the core idea in Transformer, the multi-head self-

attention module can be divided into three steps: first, 

through 1 × 1 The convolution layer is used to calculate the 

weight matrix of each feature, and the formula (7) is used 

to represent the calculation process. 

𝑸𝒊, 𝑲𝒊, 𝑽𝒊 = 𝑪𝒒
(𝒙𝒊

), 𝑪𝒌
(𝒙𝒊

), 𝑪𝒗
(𝒙𝒊

)  (7)

Where, 𝑥 𝑖  represents the characteristics of locally

damaged frames, 𝐶𝑞
(𝑥𝑖

), 𝐶𝑘
(𝑥 𝑖

), 𝐶𝑣
(𝑥 𝑖

)  is the 1 × 1

Convolution of the query matrix and key-value pair. 

Secondly, the method in this paper performs block 

matching in the attention modules of different heads, and 

extracts the space block of the shape z1 × z2 × c from the 

Query and key-value matrices of each frame and the space 

block is converted into a one-dimensional vector. The 

similarity between the Query vector of the 𝑖 th block and 

the Key vector of the 𝑗 th block can be calculated using 

formula (8). 

𝑺𝒊,𝒋 =
𝑷𝒊

𝒒
×(𝑷𝒋

𝒌)𝑻

√𝒛𝟏×𝒛𝟐×𝒄
(8) 

Where, 𝑃𝑖
𝑞

  represents the Query vector of the 𝑖  th

block, 𝑃𝑗
𝑘  represents the Key vector of the 𝑗 th block. The 

calculation method of the similarity between blocks is to 

use 𝑃𝑖
𝑞

 times Transposition of 𝑃𝑗
𝑘 . Next, you need to input 

the Query vector and Key vector into the softmax function 

to calculate the attachment. As shown in formula (9), use 

the 1/2 power of the vector dimension as the denominator 

of the inter-block similarity formula to make 𝑆𝑖,𝑗  value

becomes smaller to avoid the problem of too small gradient 

of exponential function. 

𝑺𝒐𝒇𝒕𝒎𝒂𝒙 (𝒂𝒊,𝒋 ) = {
𝟎, 𝒊𝒇 𝒊𝒔 𝒂 𝒅𝒂𝒎𝒂𝒈𝒆𝒅 𝒂𝒓𝒆𝒂

𝒆
𝑺𝒊,𝒋

∑ 𝒆
𝑺𝒊,𝒎𝒏

𝒎
,  𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

 (9) 

Finally, after calculating the attention of all space 

blocks, use formula (10) to calculate the Value vector of all 

space blocks. 

𝒚𝒊 = ∑ 𝒂𝒊,𝒋
𝒏
𝒋=𝟏 × 𝑷𝒋

𝒗   (10)

Where, 𝑃𝑗
𝑣  represents the Value vector of the jth block. 

After the weighted sum of the output of all blocks, the 

method in this paper splices the output of the attention 

modules of different heads and reconstructs them into the 

original size image. 

This method uses the Temporal PatchGAN containing 

3D convolutions as the discriminator in the model [57-59], 

which can model the spatial-temporal correlation and 

perception details of the video sequence, and optimize the 

adversary loss during the training process. The adversary 

loss function is shown in formula (11). 

{

𝑳𝑫 = 𝑬𝒙∼𝒑𝒅𝒂𝒕𝒂(𝒙) [𝐑𝐞𝐋 𝐔(𝟏 − 𝑫(𝒙))]

+𝑬𝒛∼𝒑𝒚(𝒚) [𝑹𝒆𝑳𝑼 (𝟏 + 𝑫(𝒚))]

𝑳𝒂𝒅𝒗 = −𝑬𝒛∼𝒑𝒚(𝒚) [𝑫(𝒚)]

(11) 

Where 𝐷   is discriminator, 𝑝𝑑𝑎𝑡𝑎   represents the data 

distribution of Ground truth, 𝑝𝑦   represents the result 

distribution calculated by the spatial-temporal Transformer 

model. 

3.5. Measurement 

The evaluation indicators used in this paper include 

SSIM [60], PSNR [61], LPIPS [62]. Among them, SSIM, 

PSNR and LPIPS are used to evaluate the image quality. 

SSIM: Structural Similarity is an index used to 

compare the similarity of two input images. SSIM is 

different from the traditional pixel difference comparison 

method. It takes into account the perception characteristics 

of the human visual system to the image [63], so the SSIM 
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value calculated by different encoding or compression 

methods for the same image is the same, so SSIM has 

become a common evaluation index for image quality 

evaluation and optimization. The core idea of structural 

similarity is that if two images are similar in structure [64], 

they are likely to be similar in vision. When calculating 

SSIM, first divide the original image and the reference 

image into several sub-blocks of the same size, and then 

calculate the brightness feature, contrast feature and 

structure feature of each sub-block. The brightness feature 

uses the mean value of the image [65, 66], the contrast 

feature uses the standard deviation of the image, and the 

structural feature uses the correlation number to measure. 

Its calculation method is shown in formula (12). 

𝑺𝑺𝑰𝑴(𝒙, 𝒚) =
(𝟐𝝁𝒙𝝁𝒚+𝒄𝟏)(𝟐𝝈𝒙𝒚+𝒄𝟐)

(𝝁𝒙
𝟐+𝝁𝒚

𝟐+𝒄𝟏)(𝝈𝒙
𝟐+𝝈𝒚

𝟐+𝒄𝟐)
(12) 

Where, assuming that 𝑥  and 𝑦 represent two images 

to be compared, then 𝜇𝑥 is the pixel average of image 𝑥 , 𝜇𝑦

is the pixel average of image 𝑦, 𝜎𝑥 and 𝜎𝑦  represents the

variance of pixel values in image 𝑥   and image 𝑦 , 

respectively, 𝜎𝑥𝑦  is the covariance of the pixel values in the 

two images. 𝑐1 and 𝑐2 is two constants.

When calculating SSIM, also need to define a window 

size, usually is 11 × 11 or 8 × 8. For each window, SSIM 

value can be calculated. The SSIM value of the entire 

image can be obtained by averaging the SSIM values of all 

windows. In addition, the value range of structural 

similarity should be (0, 1). The larger the calculated value, 

the more similar the two images are. When the same image 

is used as 𝑥  and 𝑦 for calculation, the calculation result of 

SSIM will be equal to 1, which means that the two images 

are identical. Structural similarity can be applied to many 

fields, such as image compression, image quality 

evaluation. Compared with other image similarity  

measurement methods, the structure similarity  

performance takes into account the human visual system's 

perception characteristics of image structure, so it more 

accurately reflects the similarity between images. 

PSNR: Peak Signal to Noise Ratio is generally used 

to compare the difference between an image and its 

compressed image. It is a widely used indicator to evaluate 

noise level or image distortion. The larger the PSNR value 

calculated from the two input images, the less the distortion, 

and the higher the quality of the generated image. PSNR 

mainly considers the Mean Square Error (MSE) and Peak 

Signal strength of the image, and its calculation method is 

shown in formula (13). 

𝑷𝑺𝑵𝑹 = 𝟏𝟎𝒍𝒐𝒈𝟏𝟎(
(𝟐𝒏−𝟏)𝟐

𝑴𝑺𝑬
)  (13) 

𝑴𝑺𝑬 =
𝟏

𝒎𝒏
∑ ∑ ‖𝑲(𝒊, 𝒋) − 𝑰(𝒊, 𝒋)‖𝟐𝒎

𝒋=𝟏
𝒏
𝒊=𝟏  (14) 

Among them, (2𝑛 − 1)  represents the maximu m

pixel value of the image, which is usually 255 for the 8-bit  

image, MSE represents the mean square error between two 

images, and PSNR is in dB, which usually ranges from 

20dB to 50dB. The calculation method of MSE is shown in 

formula (14), where 𝑚 and 𝑛 are the total number of pixels  

of image 𝐾 and image 𝐼, 𝐾(𝑖, 𝑗) is the pixel value of the

original image, and 𝐼(𝑖, 𝑗)  is the pixel value of the 

processed image. 

PSNR has the advantages of simple method and fast 

calculation speed. However, the disadvantage of PSNR is 

that it only considers the difference of pixel level, and 

ignores the perceptual characteristics of the image. There 

may be errors when evaluating the image quality. In 

addition, PSNR is sensitive to changes in image brightness 

and contrast, and can’t be applied to all types of images. 

Therefore, in practical applications, it’s usually necessary 

to use multiple indicators to evaluate image quality. 

LPIPS: Learned Perceptual Image Patch Similarity is 

an image similarity measurement method based on deep 

learning, also known as perceptual loss, which can be used 

to measure the similarity of two images under human visual 

perception. LPIPS focuses on the perception difference of 

images, which can better simulate the perception process 

of human visual system. The calculation of this index is 

based on the deep learning model, which can simulate the 

perception characteristics of human visual system to 

images. Specifically, the calculation of LPIPS first needs to 

preprocess the comparison image and reference image. 

After scaling to the same size, the two images are divided 

into image blocks of the same size, and extract the features 

of each block through the model, and then calculate the 

similarity scores between different blocks, weighted 

average the similarity scores of all blocks, and finally  

obtain the similarity score of the whole image. Its 

calculation method is shown in formula (15). 

𝒅(𝒙, 𝒙𝟎) = ∑ 𝟏

𝑯𝒍𝑾𝒍

∑ ‖𝒅𝒍 ⊙ (𝒚𝒉𝒘
𝒍 − 𝒚𝟎𝒉𝒘

𝒍 )‖
𝟐

𝟐

𝒉,𝒘𝒍 (15) 

Where 𝑥   and 𝑥0  represents the image and reference 

image for which the index needs to be calculated. The 

feature vector is extracted from the channel layer 𝑙 of the 

deep neural network and conduct unit normalization, and 

the result is recorded as 𝑦 𝑙 ,𝑦0
𝑙 ∈ 𝑅𝐻𝑙×𝑊𝑙×𝐶𝑙。 𝑑 represents

the distance measurement function between two feature 

vectors, point multiplication using vector 𝑑𝑙 ∈ 𝑅𝐶𝑙  and

feature vector, and 𝑙2  is calculated distance, finally

calculate the average value in space, sum on the channel, 

and calculate the distance between 𝑥  and 𝑥0. ℎ and 𝑤 are 

two modules to calculate cross entropy loss and L2 norm 

respectively. ℎ and 𝑤 represent the total number of image 

blocks. The LPIPS indicator can evaluate the perceived 

similarity between the generated image and the real image. 

Its value range is [0,1]. The lower the value, the smaller the 

difference between the images. 

It should be noted that the calculation of LPIPS 

requires a pretrained deep neural network model, which 

usually uses the model trained by a large amount of data. 

In addition, the calculation speed of LPIPS is relatively  

slow, and it also has high requirements for computing 

resources. There may be errors in the similarity calculation 

of image blocks of different colors. However, since it can 

better simulate the perception process of human visual 

system, it performs well in some image processing tasks. 

J. Wang & Z. Yang  

EAI Endorsed Transactions on 
e-Learning 

Volume 8 | Issue 4 | 2022



11 

4. Experiment Result and Discussions

4.1. Qualitative assessment 

In order to evaluate the performance of the proposed 

inpainting algorithm, this paper conducts qualitative 

analysis on the DAVIS-2017 dataset and compares the 

results of various inpainting methods. The inpainted results 

are shown in Fig. 11, and Fig. 11 (a) represents some input 

video frames. The method in this paper marks and 

annotates the target to be removed in the original video to 

achieve the purpose of visual mask. In the inpainted result 

of three different videos, the target to be removed can be 

seen to disappear without blur and residue. In the flamingo 

video, the reflection of the target can still be seen in the 

water, because the underwater target reflection is n’t the 

region for target removal. In addition, it can be seen from 

Fig. 11 (b) that after removing the target in the video, the 

STTN algorithm still has the target artifact and even blurs. 

This can be seen from the tennis player video in Fig. 11 (b) 

that the font on the blue sign behind the tennis player 

becomes blurred. Fig. 11 (c) and Fig. 11 (d) show that the 

FGVC and the algorithm in this paper have roughly the 

same effect in the target removal task, but in the details of 

the flamingo video in Fig. 11 (c), it can be seen that after 

the target flamingo is removed, there are fuzzy artifacts in 

small regions.

(a) Input (b) STTN (c) FGVC (d) Ours

Fig. 11 Figure of inpainted results on DAVIS-2017 dataset 

4.2. Qualitative assessment 

This paper uses the PSNR, SSIM, and LPIPS 

indicators to verify the effectiveness of the method in this 

paper. It performs the video target removal task with the 

advanced inpainting algorithm on the DAVIS-2017 dataset. 

From the comparison results of the indicators in Table 2, 

we can see that the PSNR indicators of the method in this 

paper are 1.2 higher than the best inpainting method in this 

indicator. The difference between SSIM index and the best 

inpainting method on this index is 0.007, and the 

performance on LPIPS index is the best among many 

inpainting algorithms. In addition, the effectiveness of the 

method in this paper can be seen from the visualization  

results in Fig. 11. The indicator values in Table 2 are the 

average values of indicators obtained from the test of 

multiple video data in the dataset. 

Table 2 Comparison with other inpainting algorithms 
on DAVIS-2017 dataset 

Method PSNR↑ SSIM↑ LPIPS↓ 

FGVC[35] 35.310 0.970 0.026 
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VINet[31] 29.263 0.943 0.052 

Lee et 

al.[67]
31.579 0.960 0.044 

LGTSM[58] 29.738 0.950 0.060 

STTN[34] 31.687 0.950 0.025 

DFC-

Net[32]
29.671 0.989 0.035 

FGT[36] 34.965 0.966 0.029 

E2FGVI[68] 33.010 0.972 0.026 

Ours  36.130 0.982 0.025 

4.3. Ablation experiment of LSTN 

The LSTN can combine the reference frame 

information in the local time window and propagate RGB 

pixels through the reference frame information to roughly 

inpaint the video frame. In order to verify the effectiveness 

of the LSTN proposed in this paper, the LSTN is removed 

and the residual network is used for rough inpainting. As 

can be seen in Table 3, the indicators using residual 

network show lower PSNR and SSIM indicators than 

LSTN. The indicator values in Fig. 12. are the average 

values of the indicators obtained from the test of multiple 

video data in the dataset. The visualization result of the 

ablation experiment is shown in Fig. 12. It can be seen that 

after the residual network is used to replace LSTN in the 

video target removal task, although continuous texture 

features are obtained and there is no blurred part, there is 

still color residue of the target in the middle region of the 

stick (the enlarged yellow box in Fig. 12 (a)), The method 

in this paper obtains a background without color difference, 

there is no color residue, and high-quality target removal 

results are achieved. 

(a) residual network (b) LSTN

Fig. 12 Comparison of result of residual network and 
LSTN 

Table 3 Ablation experiment of LSTN 

PSNR↑ LPIPS↓ SSIM↑ 

Residual Network 34.972 0.025 0.977 

LSTN(Ours) 36.130 0.025 0.982 

4.4. Ablation experiment of spatial attention 
module and channel attention module 

The spatial attention module in the LFCN can 

effectively collect the spatial complementary information  

of the local flow, and the channel attention module can 

effectively obtain the displacement information of the 

optical flow map in the horizontal and vertical directions. 

In order to test the effectiveness of the application of the 

spatial attention module and the channel attention module 

in the LFCN, this paper carried out the ablation experiment  

of removing the spatial attention module and the channel 

attention module. As can be seen in Table 4, the use of the 

channel attention module and the spatial attention module 

shows lower PSNR and SSIM indicators and higher LPIPS 

indicators than the use of the spatial and channel attention 

modules. The indicator values in Table 4 are the average 

values of the indicators obtained from the test of multiple 

video data in the dataset. 

Table 4 Ablation experiment of Spatial Attention 
Module and Channel Attention Module 

PSNR↑ LPIPS↓ SSIM↑ 

Without SAM 

and CAM 
35.249 0.026 0.960 

With SAM and 

CAM (Ours) 
36.130 0.025 0.982 

In addition, the comparison of the results of the 

ablation experiment is shown in Fig. 13. It can be seen that 

when the channel attention module and the spatial attention 

module are removed, the underwater reflection part in the 

inpainted result image has a small region of distortion (the 

enlarged yellow box in Fig. 13 (a)), and the reflection  

region is filled with pixels by the model as the water 

surface. As can be seen in (Fig. 13 (b)), the method of 

using spatial attention module and channel attention 

module can obtain continuous, smooth and reasonable 

results, and the reflection region is continuously filled. 

(a) Without SAM and

CAM 

(b) With SAM and CAM

(Ours) 

Fig. 13 Comparison of results of with and Without 
Spatial Attention Module and Spatial Attention 

Module 

J. Wang & Z. Yang  

EAI Endorsed Transactions on 
e-Learning 

Volume 8 | Issue 4 | 2022



13 

4.5. Ablation experiment of flow-guided 
propagation 

After obtaining the complete optical flow map, the 

damaged frame is inpainted through the optical flow track 

guided propagation, and then the local damaged frame 

inpainted by the LSTN is input into the spatial-temporal 

transformer. In order to verify the effectiveness of flow-

guided propagation, the ablation experiment of flow-

guided propagation was carried out in this paper. As can be 

seen in Table 5, the method of with flow-guided  

propagation showed higher PSNR and SSIM indicators and 

lower LPIPS indicators compared with the removal of 

optical flow-guided propagation process. The indicator 

values in Table 5 are average values of the indicators 

obtained from the test of multiple video data in the dataset. 

Table 5 Ablation experiment of flow-guide 
propagation 

PSNR↑ LPIPS↓ SSIM↑ 

Without flow-

guide propagation 
33.773 0.027 0.953 

With flow-guide 

propagation(ours) 
36.130 0.025 0.982 

In addition, the comparison of the results of the 

ablation experiment is shown in  Fig. 14. It can be seen 

that although the target in the video can be removed by 

removing the flow guided pixel propagation process, there 

is discontinuity in the spatial domain, and the trunk and 

seaweed parts are partially disappeared and blurred (the 

orange frame part in Fig. 14 (a)). The method in this paper 

has obtained non-blurred and reasonable results. 

(a) Without flow-guide

propagation

(b) With flow-guide

propagation (Ours)

Fig. 14 Comparison of results of with and Without 
flow-guide propagation 

5. Conclusion

This paper first introduces the research background 

and significance of video inpainting, then discusses in 

detail the inpainting algorithm traditional block-based and 

based on deep neural network through relevant literature. 

Finally, the research status of video inpainting algorithms  

at home and abroad is analyzed, and it’s found that the 

current video inpainting algorithms based on deep neural 

network still have problems. Most methods may fail to 

predict optical flow in complex scenes, because they don’t 

perfectly combine the spatial-temporal information  

between local frames and local optical flow [69]. Therefore, 

this paper proposes Transformer-Guided Video Inpainting 

Algorithm Based on Local Spatial-Temporal joint. The 

algorithm uses local time window to obtain a local frame 

sequence, uses RAFT as the deep flow network for local 

optical flow prediction, and completes the optical flow 

through the LFCN with channel attention module and 

spatial attention module. In addition, the algorithm designs 

a LSTN to calculate the rough inpainted results of local 

frame sequences in parallel. Finally, the rough inpainted 

results, the complete optical flow map with local spatial-

temporal complementary information and the damaged 

frame are sent to the spatial-temporal transformer with 

multi-head self-attention mechanism to get the fine 

inpainted video frame. The experimental results show that 

the algorithm can ensure the high-quality optical flow map 

of the model. 

The main work of this paper is to capture the 

algorithm of high-quality optical flow from the video target 

removal task, but the video inpainting algorithm based on 

the deep flow network needs more research and exploration, 

so we intend to carry out further exploration from the 

following aspects: in the Transformer-Guided Video  

Inpainting Algorithm Based on Local Spatial-Temporal 

joint, although it solves the problem of defects in the 

optical flow completion process of video target fast moving, 

an effective optical flow map can be obtained, but in scenes 

with large changes in video background color and 

displacement, the rough inpainted results will appear large 

region of blur. Therefore, this paper needs to further 

explore the video target removal algorithm in complex 

background. 
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