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Abstract 

Image segmentation is an important research direction in medical image processing tasks, and it is also a challenging task in 
the field of computer vision. At present, there have been many image segmentation methods, including traditional 
segmentation methods and deep learning-based segmentation methods. Through the understanding and learning of the 
current situation in the field of medical image segmentation, this paper systematically combs it. Firstly, it briefly introduces 
the traditional image segmentation methods such as threshold method, region method and graph cut method, and focuses on 
the commonly used network architectures based on deep learning such as CNN, FCN, U-Net, SegNet, PSPNet, Mask R-
CNN. At the same time, the application in medical image segmentation is expounded. Finally, the challenges and 
development opportunities of medical image segmentation technology based on deep learning are discussed. 
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1. Introduction

Image segmentation is a key process in computer vision that 
involves segmenting an image into different, meaningful 
regions or segments. The main goal is to group pixels with 
similar properties such as color, intensity, or texture into 
homogeneous regions [1]. This technique is fundamental in a 
variety of applications, enabling computers to interpret and 
analyze visual information more efficiently [2]. Image 
segmentation plays a crucial role in tasks such as object 

recognition, scene understanding, and medical image analysis 
[3]. 
At present, medical image processing is deeply valued at 
home and abroad. When doctors make a diagnosis, they only 
need to analyze part of the tissues or structures in the medical 
images, which are called regions of Interest (ROI). These rois 
usually correspond to different organs, pathologies or other 
biological structures [4]. The purpose of medical image 
segmentation is to segment the ROI in the image, remove 
useless information, to help doctors better observe the 
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organizational structure of things, and to provide more 
accurate data support for later medical diagnosis. 
So far, many medical image segmentation methods have been 
proposed at home and abroad, and the segmentation methods 
have experienced the evolution from classical image 
segmentation methods to improved classical image 
segmentation methods and then to medical image 
segmentation methods based on deep learning [5]. As shown 
in Fig. 1. 

Fig. 1 Classification of image segmentation methods

In the second part of this paper, four classical medical image 
segmentation methods are briefly introduced, including 
threshold method, region growing method, edge 
segmentation method, and graph cut method. The third part 
focuses on the commonly used medical image segmentation 
methods based on deep learning, and summarizes the 
advantages and disadvantages of each network structure. In 
fourth section, the specific application tasks of medical image 
segmentation are given, and in fifth section, the challenges 
and opportunities in medical image segmentation are 
discussed. 

2. Traditional medical image segmentation
methods

2.1. Threshold segmentation method 

The threshold method has the advantages of small amount of 
calculation, simple implementation and good stability, so it 
has become the most widely used segmentation technology in 
the field of medical image segmentation [6]. The basic 
principle is to divide the pixels into different gray levels of 
background area and target area by setting different 

thresholds, so it is more suitable for the image with large 
difference between background and target gray levels [7]. If 
the image has only two major categories of object and 
background, only one threshold value needs to be set, and the 
transformation of single threshold segmentation is shown in 
(1).  

1, f ( x, y ) T
g( x, y )

0, f ( x, y ) T
≥

=  <
(1) 

Where, f ( x, y )  represents the input image, g( x, y )  

represents the output image, and T  is the threshold. 
The core technology of threshold method is the selection of 
threshold, which will affect the final segmentation effect. The 
most common segmentation method is to calculate the 
segmentation threshold through the histogram. However, the 
threshold method is mainly for gray information, if the image 
background is complex or there are multiple targets, it is 
difficult to ensure the segmentation effect, so it is often used 
as a preprocessing method [8]. General CT image processing, 
often used to the threshold segmentation method. According 
to their own experience, doctors continuously adjust the 
threshold for segmentation until they achieve the desired 
effect. For example, the threshold segmentation method for 
the detection of spiral CT images has high sensitivity, and the 
sensitivity can reach 96% when detecting tuberculosis 
lesions. 

2.2. Region growing method 

The region growing method is to cluster the regions formed 
by pixels according to their similar properties [9]. This 
method starts from individual pixels and gradually merges 
them to form the desired region. Region growing starts with 
selecting the seed pixel from the region to be segmented, and 
takes it as the starting point of growing. The eligible pixels in 
the neighborhood of the seed pixel are merged into the seed 
pixel to form a new seed pixel, and the merging is continued 
until no eligible pixels are found [10, 11]. One of the more 
famous region growing methods is watershed algorithm. The 
watershed algorithm was proposed by Vincent in 1991. This 
method simulates the geoglyph in geology. The gray value of 
the pixel in the image is simulated as the altitude, the local 
minimum value of the pixel gray value is simulated as the 
valley bottom, the local maximum value is simulated as the 
peak, and the boundary between the valley bottom is the 
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watershed. The region segmentation method is simple to 
implement and can ensure the spatial continuity of the 
segmented image. It is suitable for segmenting continuous 
uniform small targets [12, 13]. Its disadvantages are that it 
needs human participation to select the appropriate seed 
points for each region, and the algorithm is sensitive to noise, 
and it is not suitable for the segmentation of large regions, 
which may lead to over-segmentation or under-segmentation. 

2.3. Edge segmentation method 

There are many researches on edge segmentation method, and 
it is also a widely used method. The image segmentation is 
completed by extracting the edge of the image segmentation 
target [14]. Edge segmentation methods include five types, 
which are pixel attributes, deformation templates, 
mathematical morphology, cost function and edge flow. 
There are also many existing edge segmentation operators, 
such as Sobel operator, Roberts operator, Canny operator, 
Prewitt gradient operator, second order difference operator 
and so on [15]. Due to the existence of these ready-made 
operators, the edge segmentation method is also relatively 
simple to calculate [16]. 

2.4. Graph cut method 

Graph cut method is an image segmentation method based on 
graph theory, which realizes image segmentation by 
establishing a probabilistic undirected graph model. Such 
probabilistic undirected graphical models are also known as 
Markov random fields [17, 18]. Among the traditional image 
segmentation methods, the graph cut method is widely used 
in medical image segmentation because of its good 
robustness. The most representative method of graph cuts is 
graphcut [19]. The basic idea is to build a weighted graph, 
and remove the edges with smaller weight as much as 
possible, so that the subgraphs are not connected. The graph 
cut method has high robustness and can also get good results 

in segmenting more complex images [20, 21]. However, it has 
high time complexity and space complexity, and is usually 
used in combination with other traditional segmentation 
methods. 

3. Medical image segmentation methods
based on deep learning

In recent years, with the rapid development of deep learning 
technology, many researchers have successfully applied it to 
medical image segmentation tasks [18]. Compared with 
traditional segmentation methods, deep neural networks are 
designed to imitate the human perception and learning 
process of things. Without selecting features in advance, deep 
neural networks can directly learn the relationship between 
input and output from a large amount of data, fully exploit 
image information, and achieve accurate and efficient 
medical image segmentation [4, 22]. Because of this, the 
intelligent processing and analysis of medical images using 
deep learning technology is not only beneficial to alleviate the 
imbalance of doctor-patient ratio and improve the efficiency 
of doctors' diagnosis, but also of great significance to promote 
the development of computer-aided diagnosis. 
At present, the representative classical model frameworks in 
medical image segmentation tasks are FCN, U-Net, SegNet, 
PSPNet and Mask R-CNN, and their algorithms are basically 
based on Convolutional Neural Network (CNN) as the 
underlying architecture [1]. 

3.1. Convolutional neural networks (CNN) 

CNN is a multi-layer neural network with convolutional 
structure. In the late 1980s, LeCun et al [23]. proposed LeNet-
5 based on the hierarchical neurocognitive machine [24-26], 
which is regarded as the classical CNN structure, as shown in 
Fig. 2. Convolutional Layer, Pooling Layers and Fully 
Connected Layers are the three basic structures that constitute 
CNN [27].
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Fig. 2 Architecture of LeNet-5

(1) Convolutional Layer
Convolutional Layer is the basic unit of image feature
extraction in image segmentation algorithm [28]. The
traditional CNN network extracts image feature information
by stacking convolutional layers and pooling layers, and
shallow convolutional layers are used to extract simple but
detailed features such as edges and textures [29]. Deep
convolutions are used to extract more complex deep features
[30]. The process can be seen as a matrix operation, and the
image features are extracted by moving and calculating the
convolution kernel on the image data. Fig. 3 shows the
convolution operation process on the two-dimensional tensor 
in the CNN (ignoring the bias value), and it can be seen that
the convolution operation is equivalent to the weighted sum
of the input.

Fig. 3 Schematic diagram of the convolution operation 
process

(2) Pooling layer
In CNN, the pooling layer is generally after the convolutional 
layer. The pooling operation is also called down-sampling,
which aims to reduce the resolution of the convolutional
layer feature map, retain its useful information with less data,
remove part of the redundant information, and prevent the
network from overfitting [31]. In addition, the switching

positions of pixels in the local area of the feature map will 
not cause the output of the pooling layer to change, so the 
feature map of the pooling layer has certain scale and spatial 
invariance, which can enhance the recognition ability of the 
model for the same object at different scales [27]. The 
commonly used pooling operations include Max pooling and 
average pooling. In Max pooling, the maximum feature value 
in the sliding window is selected as the output value. Average 
pooling, on the other hand, needs to calculate the average of 
all the feature values in the sliding window as the output 
value. As shown in Fig. 4, assuming that the size of the 
pooling kernel is 2 2× , the size of the input feature map is 
4 4×  , and the sliding step size is 2 , the feature map of size 
2 2×  is obtained by calculating the maximum value or 
average value of the feature value within the sliding window 
[32]. 

Fig. 4 Schematic of average pooling and max pooling

(3) Fully Connected Layer
The job of the Fully Connected Layer is to classify the input
features to that layer. As the name suggests, this layer needs
to be connected to all the neurons in the previous network
layer to do its job. However, in image segmentation tasks, the 
fully connected layer is usually replaced by a convolutional
layer because it is easy to lose the spatial information of
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features, which leads to poor segmentation results [33]. In 
addition, replacing the fully connected layer with the 
convolutional layer also removes the limitation of the 
previous neural network for image size, realizes pixel-level 
classification, simplifies the training process, and inputting 
image data of any size, the prediction results in the form of 
images can be obtained [34]. 

3.2. Fully convolutional Neural Networks 
(FCN) 

When the CNN convolutional neural network model is used 
for image classification, the fully connected layer at the end 
will compress the two-dimensional matrix information in the 
original image, resulting in the loss of spatial information of 
the image [35], which will have a great impact on the 

convolutional neural network model for image segmentation 
[36-38]. The advent of the fully convolutional neural 
network (FCN) has pioneered the use of convolutional neural 
networks for image segmentation, and its network 
architecture is shown in Fig. 5.  
In the network structure, the main role of the encoder part is 
to extract the high-dimensional features in the image, and the 
spatial dimension of the image is reduced after the 
convolution layer and the pooling layer [39]. The decoder 
part up-samples the output feature map, restores the feature 
map to the same size as the input image, and maps the 
extracted high-dimensional features to each pixel of the final 
feature map. Thus, image segmentation at pixel level can be 
achieved [38, 40]. 

Fig. 5  Architecture of FCN-32s 

Ben-Cohen et al [36]. first explored the use of FCN to 
complete the segmentation task of liver and tumor in CT 
images. Compared with the CNN convolutional neural 
network model based on fixed size input, FCN can accept 
any size input and produce corresponding size output through 
effective inference and learning. Therefore, the redundant 
calculation of the network can be eliminated and the results 
close to the manual cut can be obtained. Yuan et al [41]. 
trained an end-to-end skin melanoma segmentation method 
using a 19-layer depth FCN. In order to solve the class 
imbalance problem in dermoscopic images, the authors also 
designed a new loss function based on Jaccard distance, 
which obtained the best segmentation results on the ISBI 
2016 dataset at that time. Dasgupta et al [42]. first introduced 
FCN to the blood vessel segmentation problem of retinal 
images, and combined with a structured prediction method, 
the experimental results on the DRIVE database show the 
excellent performance of the FCN network. 
Compared with CNN network, the advantage of FCN is that 
it can input images of any size, avoiding the problem of 

repeated storage and calculation of convolution caused by the 
use of pixel blocks. The disadvantages are as follows: firstly, 
the training of the network is troublesome and the 
segmentation results obtained are not accurate enough, and 
they are not sensitive to the intrinsic details of the image. 
Secondly, it does not consider the global context information, 
ignores the relationship between each pixel, and lacks spatial 
consistency [43]. 

3.3. U-Net 

In addition to FCN, another classical network in the field of 
medical image segmentation is the U-Net network proposed 
by Ronneberger et al [44]. in 2015, which is also the most 
widely used network in medical image segmentation tasks, 
aiming to solve the problem of cell segmentation in medical 
images. U-Net network is an improved version of FCN. Its 
network structure is similar to the structure of FCN, there is 
no fully connected layer, and it is composed of a 
convolutional layer and a pooling layer, which is also divided 
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into an encoder stage and a decoder stage [17, 45]. The 
structure of U-Net is shown in Fig. 6. The encoder part uses 
the CNN architecture as a shrinkage path to extract image 
features and reduce resolution. There are four sub-blocks in 
the shrinkage path, and each sub-block consists of two 
consecutive 3×3 convolutions, ReLU activation function, 
and a max pooling layer for down-sampling [46-48]. Two 
3×3 convolution operations can effectively reduce the 
complexity of the neural network and keep the original 
segmentation accuracy unchanged [49]. In each down-
sampling step, the number of feature channels is doubled. 
The decoder part consists of convolutional blocks with up-
sampling operation to form an extended path to repair the 
image detail information, locate the boundary of the 
segmentation object, and gradually restore the spatial 
resolution of the feature map. In the expansion path, the sub-
block contains two consecutive 3×3 convolutions, ReLU 
activation function, and up-sampling deconvolution layer 
[50]. Up-sampling expands the feature map to twice its 
original size and fixes the missing details. Stitching is a 
unique feature of U-Net, which can clip the low-level 
detailed features captured by the down-sampling process in 
the same layer and stitch them into the high-level semantic 
features extracted by the up-sampling process [48]. Finally, 
the output segmentation result combines the object class 
recognition basis provided by low-resolution information 
and the accurate positioning and segmentation basis provided 
by high-resolution features, which improves the problem of 
insufficient up-sampling information and realizes accurate 
segmentation. 

Fig. 6 Architecture of U-Net 
Compared with other networks, the advantages of U-Net in 
medical image segmentation tasks mainly include: 

(1) High sensitivity to small amounts of data. A small amount 
of data can be used to complete the training of the network
and achieve good segmentation results.
(2) Design of U-shaped structure. The Encoder fully obtains
the image features by stacking the convolutional layer and
the down-sampling layer, and uses the skip connection to
transfer and splice the shallow features, and then Decoder
decodes the fused features.
However, although the multi-layer convolution can extract
effective feature information, it also leads to the
improvement of the number of parameters and computational 
cost. In addition, due to the problems such as resolution
reduction and detail loss inevitably generated by down-
sampling operation, U-Net still has a large room for
improvement despite its obvious progress in segmentation
results. In view of the excellent performance and existing
problems of U-Net model in medical image segmentation
tasks, many scholars have improved U-Net from different
perspectives based on the U-shaped structure of U-Net to
further improve the accuracy of medical image segmentation. 
At present, the typical U-Net variant models mainly include
U-Net++ [51], Non-Local U-Nets [45] and V-Net [52].

3.4. SegNet 

SegNet is a deep network for image semantic segmentation 
proposed by Cambridge at cvpr in 2016 to solve the problem 
of autonomous driving or intelligent robots [53]. Its main role 
is to extract features. The network structure is shown in Fig. 
7. The novelty of the overall network is that the decoder up-
samples the lower resolution input feature maps.
Specifically, the decoder uses the max-pooling index
received from the corresponding encoder to perform a
nonlinear up-sampling of the input feature map[54]. This
approach reduces learning for up-sampling, improves
boundary partitioning, and reduces the number of parameters
for end-to-end training. The feature maps that become sparse
due to up-sampling are subsequently subjected to trainable
convolution operations to generate dense feature maps[47].
Finally, the last softmax layer of the network calculates the
maximum probability of each pixel of the image in all
categories, so as to complete the pixel-level classification of
the image. SegNet only stores the max-pooling index and
applies it to the decoding network to get better performance.
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Therefore, the prominent advantage of SegNet is that it is 
more efficient than other segmentation networks[55, 56]. 

Fig. 7 Architecture of SegNet 

3.5. PSPNet 

To achieve high-precision segmentation in complex scenes, 
it is often necessary to use spatial pyramid pooling to obtain 
global image-level features. In order to incorporate 
appropriate global features, Zhao et al [57]. proposed 
Pyramid Scene Parsing Network (PSPNet), which aims to 
solve the problem of pixel-level classification in image 
semantic segmentation. The network structure is shown in 
Fig. 8. 
The core idea of PSPNet is to use the pyramid pooling 
module to capture the context information at different scales 
to improve the understanding of image semantics and 
segmentation accuracy [58]. The main features of the model 
include: 
(1) Pyramid Pooling Module: This module captures the
global and local context information of the image from
different levels by performing pooling operations at different
scales [59]. It can effectively expand the receptive field and
enable the network to perform fine-grained segmentation of
objects and scenes at different scales.
(2) ResNet as the backbone: PSPNet usually uses ResNet as
the backbone network to extract image features. ResNet is a
kind of deep residual network. It solves the problem of
gradient disappearance in deep network training through
residual connection, which helps to improve the convergence 
and performance of the network [60].
(3) Fusion and up-sampling: After the pooling module,
PSPNet fuses feature maps from different scales and up-

samples them to the dimensions of the original image by 
cascading fusion and up-sampling operations. The fused 
feature maps can represent different semantic regions in the 
image more accurately. 
PSPNet has achieved good performance in image semantic 
segmentation tasks, which is verified and compared on 
several public datasets [21]. It is widely used in many 
computer vision tasks, such as scene understanding, remote 
sensing image analysis, and autonomous driving. 

Fig. 8 Architecture of PSPNet 

3.6. Mask R-CNN 

Mask R-CNN [61] is an instance segmentation framework 
extended on the basis of Faster R-CNN ,as shown in Fig. 9. 
It has high object localization accuracy, high-quality pixel 
masks, and can be used for pixel-level segmentation tasks to 
obtain geometric properties such as shape, area, and contour. 
The Mask R-CNN model mainly consists of four parts: 
backbone network, RPN (region recommendation network), 
ROI Align (region of interest correction), and output branch. 
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Fig. 9 Architecture of Mask R-CNN
The backbone network is mainly composed of ResNet [62] 
and FPN (Feature Pyramid network). The residual network 
ResNet34/50/101 composed of several residual blocks is 
used for feature extraction to realize cross-layer connection, 
and the identity mapping is constructed to solve the network 
degradation problem. FPN performs feature fusion on the 
feature maps extracted from each stage, and the feature maps 
of each layer fuse the features of different resolutions and 
semantic strength, so as to better represent the target at 
multiple scales [63, 64]. RPN uses a sliding window to scan 
the feature map to find the area where the object exists, so as 
to recommend the region of interest. Each sliding window 
generates a set of three anchor boxes with different aspect 
ratios ( 1 : 1,1 : 2,2 : 1 ) and sizes ( 128,256,512 ) [64]. In one 
branch, softmax was used for binary classification to 
determine whether the category of the target in the anchor 
box was foreground or background and output it in the form 
of score. If there was a target object in the anchor box, it was 
judged as the foreground, otherwise it was the background 
[65]. The other branch adjusts the position and size of the 

anchor box to be close to the target object and outputs the 
coordinates. The Proposal layer uses non-maximum 
suppression (NMS) and threshold to filter the anchor box to 
obtain the ROI. ROI Align performs bilinear interpolation on 
the four boundary points of the feature map and fixes the 
pixel values of the coordinates of these four points [66]. 
Through the ROI Align operation, the output features with 
the same size can be obtained from the input regions with 
different feature sizes. Finally, the Mask R-CNN model 
outputs classification, localization regression, and mask 
segmentation. 

3.7. Comparison of advantages and 
disadvantages of image segmentation 
methods 

The technical characteristics, advantages and disadvantages 
of deep learning-based image segmentation methods are 
shown in Table I.

Table I Performance Comparison of methods 

Methods Characteristics Advantages Disadvantages 

CNN 
Shared convolution kernel; 
No pressure on high-
dimensional data processing. 

There is no need to manually 
select features; after training 
the weights, the features are 
obtained. 

Parameters need to be tuned 
and large sample sizes are 
required. 

FCN 
Replace fully connected with 
convolutions; Introducing 
skip connections. 

Images of any size can be 
input, and high-level features 
are fused with low-level 
features. 

The global context 
information is not fully 
utilized and the segmentation 
accuracy is insufficient. 

U-Net
A symmetric decoding 
network is added on the basis 
of the convolutional network. 

It makes better use of the 
whole local context 
information, and effectively 
fuses the low-level and high-
level information. 

The segmentation of object 
boundaries is coarse. 
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SegNet 

The decoder layer up-samples 
the feature maps using the 
max-pooling index stored in 
the corresponding encoder 
layer. 

It avoids the learning of up-
sampling and enhances the 
accuracy of image boundary 
location. 

The segmentation accuracy is 
not high enough to meet the 
real-time needs. 

PSPNet 
The spatial pyramid module is 
introduced to aggregate the 
features of different scales. 

The context information of 
the image is effectively 
obtained, and the utilization 
of the local and global 
features of the image is 
improved. 

The boundary details of the 
target part will be lost. 

Mask R-CNN ROI Align is used instead of 
ROI Pooling. 

The object is segmented at 
pixel level with high precision 
and accuracy. 

It takes a long time to train 
and requires more data to 
achieve a high degree of 
generalization ability. 

4. Common medical image segmentation
tasks

Image segmentation in medical images is a key and 
challenging task, which plays a pivotal role in the diagnosis 
and treatment process. Medical image segmentation involves 
segmenting an image into meaningful regions that accurately 
depict structures and anomalies [67]. Image segmentation is 
very widely used in the medical field and spans various 
modalities, such as magnetic resonance imaging (MRI) [68], 
computed tomography (CT) [69], ultrasound, etc. 
(1) Identification of anatomical structures
One of the main applications of image segmentation in
medical images is the identification and delineation of
anatomical structures. For example, in neuroimaging,
segmentation is essential to separate and study different brain 
regions, tumors, or lesions. In cardiac imaging, segmentation
helps to accurately delineate cardiac compartments and
blood vessels [70]. The ability to precisely identify
anatomical structures is fundamental for quantitative
analysis, surgical planning, and monitoring of disease
progression [71].
(2). Tumor Detection and Characterization
Image segmentation is particularly important for tumor
detection and characterization in oncology. By segmenting
medical images, clinicians can precisely locate and measure
the size and shape of tumors [72]. This information is
essential for treatment planning, including radiotherapy and
surgery. In addition, segmentation helps to monitor changes

in tumor size over time, enabling a more complete 
understanding of disease progression and treatment efficacy. 
(3). Image-guided interventions 
Image segmentation provides crucial guidance in medical 
procedures and interventions. For example, in image-guided 
surgery, segmentation helps surgeons visualize and navigate 
anatomical structures in real time. This ensures greater 
accuracy in targeting specific areas and minimizes the risk of 
damage to surrounding healthy tissues [73]. Image 
segmentation is also used in interventions such as 
radiotherapy, where it helps to pinpoint cancerous tissue 
while preserving healthy organs. 
(4). Quantitative analysis and research 
Image segmentation is helpful for quantitative analysis in 
medical research. Researchers have used segmentation to 
extract quantitative features and biomarkers from medical 
images to help study diseases and their progression [74]. 
Such quantitative data are valuable for understanding the 
effects of treatment, identifying patterns, and developing 
predictive models. In addition, segmentation is indispensable 
in the development of computer-aided diagnosis systems, 
and automatic algorithms help radiologists interpret medical 
images to improve diagnostic accuracy and efficiency. 

5. Difficulties of medical image
segmentation technology

The segmentation of medical images is more complex than 
that of natural images because of the unique characteristics 
of medical images. The specific performance is as follows: 
(1) Small amount of data
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The scale of finely annotated natural image data is very large. 
In contrast, medical image data is difficult to obtain due to 
the complex annotation and privacy issues [4]. Training a 
good model is relatively easy when the data is large and the 
model does not need to be very interpretable. When the data 
is small, we need to provide the model with enough prior 
knowledge to ensure that the model can learn the key 
features, and control the number of parameters to prevent 
overfitting. 
(2) Aim small
Most of the objects in medical images are very small, with
irregular shapes, fuzzy boundaries and complex gradients
[75]. The segmentation of medical images requires high
precision, so it is necessary to input more high-resolution
information to the model to ensure accurate segmentation.
(3) Image semantics is simple
The context information of medical images is very important
for the diagnosis of human diseases. However, due to the
fixed structure of organs, the semantic information in images
is not rich enough, so it is required to make full use of low-
resolution information in the training process to ensure the
accurate recognition of targets [76].
(4) Multidimensional images
Natural images are two-dimensional data, while medical
images are mostly three-dimensional data. Three-
dimensional convolution is needed to extract three-
dimensional information in the data, which increases the
amount of parameters and is easy to overfitting.
(5) Multi-modal
Compared with natural images, medical images have multi-
modal data, including MRI images and PET images [77]. The 
data of different modalities has its unique characteristics, and
the model trained on a certain kind of data is not necessarily
applicable to other data, which requires the model to be able
to extract the characteristics of different modalities, so as to
improve the generalization ability of the model.
These characteristics of medical images determine that
medical image segmentation must use an encoder-decoder
structure network model. The high difficulty and complexity
of medical image segmentation technology is the main
reason that medical image segmentation receives special
attention in the field of image segmentation [78]. Addressing
these challenges requires interdisciplinary collaboration

between computer scientists, medical professionals, and 
imaging experts. Ongoing research focuses on developing 
more robust and adaptive segmentation algorithms that 
incorporate domain-specific knowledge and leverage 
advances in machine learning to improve segmentation 
performance in the face of these complex challenges. 

6. Conclusion

This paper briefly introduces several classical image 
segmentation algorithms, and introduces the theoretical basis 
and related technologies of deep learning involved in this 
paper. Specifically, the typical architecture of CNN models 
and their components are first explained, and their related 
components are briefly explained. Then, the commonly used 
deep learning network models for medical image 
segmentation based on CNN architecture are introduced, 
including FCN,U-Net, SegNet, PSPNet, Mask R-CNN. 
Finally, the specific segmentation tasks in medical images 
are introduced, and the difficulties in medical image 
segmentation are discussed. 
The development direction of medical image segmentation 
technology mainly focuses on the following points:  
(1) expanding image data through data enhancement; The
transfer learning method was used to combine the large data
set pre-training and the target data set fine-tuning. Weakly
supervised learning was used to effectively combine the
advantages of unsupervised pre-training and supervised
learning.
(2) batch normalization, regularization and Dropout can be
used to solve the problem of intensity inhomogeneity.
(3) Multi-modal medical images are fused to improve the
accuracy of analysis by utilizing the complementary
information between different images. With the further
improvement of computer technology and the continuous
optimization and innovation of deep learning algorithms,
medical image segmentation technology based on deep
learning has great potential for development, and will be
more widely used in various fields of medical research and
have a more profound impact.
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