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Abstract 

The exponential development of online learning resources has led to an information overload problem. Therefore, 
recommender systems play a crucial role in E-learning to provide learners with personalised course recommendations by 
automatically identifying their preferences. In addition, e-Learning platforms such as MOOCs and LMS have been 
criticised for their low course completion rates, and one of the primary reasons is that they do not provide personalised 
course recommendations for users with varying interests. Rapidly locating the courses that users are interested in on 
enormous e-Learning platforms can have a significant impact on the quality of learning and the dissemination of 
knowledge to the learner. This paper examines the most prevalent recommendation techniques utilised in E-learning.  We 
examined how to apply Deep Transformer based Ensembled Attention Model (DTEAM) on e-Learning recommendation 
system in order to achieve personalized course recommendations.  The proposed recommendation model uses BERT as its 
foundation integrated with MLM and Transformers. Predicted course recommendations are more aligned with the interests 
of users. Our experimental results proved that traditional recommendation algorithms, such as collaborative filtering and 
item-based filtering are incapable of producing superior results. The consequence of the research can assist students in 
selecting courses according to their preferences and improve their learning calibre. 
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1. Introduction

Amazon, Myntra, Flipkart, and eBay are just few of the 
many modern e-commerce platforms from which 
consumers may choose from a dizzying array of products. 
Customers have a hard time finding what they're looking 
for when they have to search for it manually across 
multiple internet stores. Here, the Recommender System 
(RS) plays a key role in assisting customers and making 
suggestions based on their past purchases.[1][2]. E-
government, e-business, e-commerce/e-shopping, e-
library, e-learning, e-tourism, e-resource services, and e-
group activities are just some of the areas where these RS 
methods have been put to use [3]. Mobile, cloud, social 

media networks, and traditional PCs are the four 
environments where these apps are deployed [2]. 

RS is a filtering algorithm that determines the likelihood 
that a user will favour a specific item based on their 
previous interactions with that item [4][5]. As can be 
shown in Figure 1, RSs have a significant effect on any 
online business by recommending the most relevant and 
interesting items from a large database to the user based 
on the user's stated preferences and interests. Based on 
how they come up with their suggestions, 
recommendation methods may be broken down into four 
categories: Hybrid systems, which combine Collaborative 
Filtering (CF), Demographic Filter (DF) and Content 
Based Filtering (CBF) are becoming increasingly popular. 
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[6]. In order to anticipate and create the suggestion, the 
content-based RS constructs a user profile through the 
analysis of specific item attributes [7][8]. This means the 
user is more likely to receive recommendations for similar 
products. Users of the same age, gender, and geographical 
location are assumed to share similar interests in the 
Demographic-based approach. As a result, this technique 
for making suggestions forecasts various products for 
various demographic profiles. The CF technique has 
achieved amazing success in terms of accuracy, and it has 
become one of the most used recommendation systems. 
The foundation of CF approaches lies in the analysis of 
ordinal feedback data from previously served users in 
order to foretell the recommendation. Two processes are 
used by CF to generate the recommendation: memory-
based CF and model-based CF [2]. In order to find people 
who are most like the Active User (AU), memory-based 
CF looks at their past ratings [9][8]. Similar users' past 
ratings are used to make predictions for the suggestion 
[10]. In model-based CF, models such Bayesian networks, 
fuzzy algorithms, clustering models, and Genetic 
Algorithms (GA) are trained using past rating data to 
make predictions in the recommendation-making process 
[11, 6]. When more than one form of RS is combined, the 
resulting system is called a hybrid RS [7][12][13]. 
 

 
 

Fig 1: General working scenario of 
Recommendation System 

 
As the field of ICT has advanced rapidly, the MOOCs 
platform has become one of the most widely used online 
educational resources [68]. Personalised course 
recommendation [14][15][16] based on learner 
preferences has become the major research endeavour to 
address these difficulties, as the proliferation of online 
courses has made it difficult for students to choose those 
that best suit their needs and interests. CF algorithms 
[19,20] are used in conventional course recommendation 
systems [17,18] to uncover latent information about a 
user's interests. Using neural recommendation algorithms 
grounded in deep learning techniques [21,22], these 
approaches deliver solid results. The Neural Attentive 
Recommendation Model (NARM) [23] is one such model 
that can track users' sequential actions and extract their 
primary goals for taking the class. In addition, the 
fundamental recommendation model based on attention 
networks is trained in tandem with the Hierarchical 
Reinforcement Learning (HRL) model [24], which 
reduces noisy courses through learner profile model. 

When consumers have signed up for a wide variety of 
classes, the course recommendation performances have 
room to grow. However, HRL fails to deliver satisfactory 
results since it disregards the user's stated preferences. 
 
The adaptability of the recommendation model allows for 
a number of methods to be used in assessing learner 
behaviour [25] on e-learning systems. For instance, Chen 
et al.'s [26] hybrid recommender model is one such 
example. It does this by employing item-based CF to 
unearth groups of pertinent things, which are 
subsequently filtered by a sequential pattern mining 
algorithm in consideration of commonalities in the 
sequence of study. Furthermore, Wan and Niu [27] 
proposed a self-organization-based recommendation 
model, wherein learning objects are simulated as 
intelligent object entities using the self-organization 
theory, and the objects in these simulations naturally 
interact with one another. 
 
Despite their widespread use in course recommendation, 
the aforementioned approaches all share a critical flaw: 
they fail to account for students' ever-evolving tastes and 
requirements as they progress through courses. In other 
words, these techniques aren't great at extracting the user's 
choice in every interaction, especially if the learner is 
interested in a wide variety of subjects and their 
preferences shift over time. In this scenario, the adaptivity 
of the recommendation model is low since these 
techniques are not very good at keeping up with 
consumers' shifting tastes. 
 
The remainder of the paper is structured as follows: In 
Section 2, a concise literature review of course 
recommendation is provided. The proposed technique is 
then described in detail in Section 3. We conducted 
experiments using actual data and reported the outcomes 
in Section 4. Section 5 concludes the document. 

2. Related Works 

Numerous studies have been conducted on course 
recommendation in e-Learning platforms. With the 
exponential growth of ICT, MOOCs, and Learning 
Management Systems (LMS), online learning resources 
have exploded. Due to disparities in cognitive ability and 
preferences, learners are unable to rapidly identify and 
select the learning resources in which they are interested 
and required [28]. Therefore, it is imperative to develop 
an intelligent model that accurately and efficiently 
recommends useful and engaging learning resources to 
students. 
 
In this section, we examine extant relevant research in the 
following fields: (1) Conventional algorithms for course 
recommendation consist of context-based, content-based, 
collaborative filtering (CF), and hybrid recommendations. 
(2) Course recommendations based on Artificial 
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Intelligence (AI) and Machine Learning include 
reinforcement learning, sequential recommendation, Deep 
Learning-based recommendation, Attention Neural 
Networks, and Graph Neural Network-Based 
Recommendation. 

2.1 Conventional course recommendation 
algorithms  

For content-based course recommendations to work, it is 
necessary to first obtain a learner vector that displays the 
learner's preferred courses, then develop an algorithm to 
process course reviews and obtain a course vector, and 
finally determine the degree of similarity between the 
learner vector and the course vector and recommend the 
courses that are most similar to the learner vector. By 
omitting superfluous words, Zhang et al. [29] improved 
their method for determining the degree of similarity 
between two inquiries. One way they achieved this was 
by suggesting queries depending on how closely students 
read a certain piece of text. Based on these associations, 
Son and Kim [30] developed a novel method of course 
recommendation. It takes into consideration the various 
connections between courses by employing clustering 
techniques from network analysis. Ng et al. [31] 
employed matrix factorization and content-based 
algorithms to generate recommendations for children's 
literature. 

2.1.2 CF based Course recommendation method  
 
There is a lot of research on CF recommendation methods 
in the literature. This study includes both learner-based 
CF and CF based on learning resources. The learning 
resource’s critical function is to look at the features of 
each resource, come up with a method to figure out how 
similar they are, find the most similar resource, and 
suggest it to the learner who needs it. It predicts the best 
learning resources based on the ratings and reviews of 
learning resources in the data set. Learner-based CF is 
similar in how it works, but it uses learner CF to figure 
out how similar learners are to each other [32]. 

2.1.3 Context-based course recommendation 
method 
 
Classes that are most relevant to the learner's current 
circumstances are often predicted using context-based 
recommendation algorithms, which also provide 
alternative class suggestions. Verbert et al. [33] studied 
the context-aware recommendation system within the 
field of technology-enhanced learning. They developed a 
contextual analysis dimension and framework. They also 
analysed existing context-aware guidance technologies 
and proposed future developments. Some specialists have 
also investigated the technological implementation and 
use of contextual suggestion. 

2.1.4 Hybrid course recommendation method 
 
The term "hybrid recommendation" is used to describe the 
practise of merging two or more recommendation 
algorithms; typically, this involves a content-based 
recommendation algorithm and a CF algorithm. To 
accomplish individualised course suggestion, Zapata et al. 
[34] employed LMS metadata information, LRM data, 
and learner characteristics to influence their approach to 
content filtering, CF, and learner main search. In order to 
optimise the weight of the course's implicit attributes, 
Salehi et al. [35] used a genetic algorithm in conjunction 
with the nearest neighbour CF algorithm to create a 
learner interest tree from the course's explicit multi-
dimensional attributes and the learner's historical rating of 
the course. 

2.2 Artificial Intelligence (AI) and Machine 
Learning based course recommendation 

Since the past ten years, Machine Learning & Artificial 
Intelligence and recommender systems have been 
research foci in the field of Computer Science. 

2.2.1 Reinforcement Learning (RL) 
 
The use of RL has spread widely across several fields [36-
39]. Training compatibility [40,70], dynamic 
recommendation difficulties [41], and the challenge of 
artificial agent control [42,43] are all areas that Deep 
Reinforcement Learning (DRL) can effectively tackle. 
Investment decision making [44, 45] and stock trading 
[44, 45] are two areas where Recurrent Reinforcement 
Learning) (RRL) has been shown to excel.  Hierarchal 
Reinforcement Learning (HRL) [46-48] uses hierarchical 
assignments or policies to address many issues 
concurrently. For instance, Zhang () et al. [49] built an 
HRL-based profile reviser and used the standard 
recommendation model to train it to filter out irrelevant 
classes from the user's history. However, they fail to take 
consumers' changing priorities into account, limiting the 
model's applicability. The RL algorithm may also be used 
to make suggestions with an explanation. For example, 
Wang et al. [50] developed a model-independent RL 
framework for producing phrase explanations using a 
customised attention-based neural network that 
dynamically influences explanation quality. By providing 
actual pathways with an RL algorithm over a knowledge 
graph, Xian et al. [51] suggested a reinforcement 
knowledge graph reasoning technique that combines 
recommendation and interpretability. 

2.2.2 Sequential Recommendation 
 
The goal of sequential recommendations is to predict a 
user's next behaviour by looking at their previous actions 
in a series [52]. Markov chains are a useful tool for 
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modelling sequential behaviour [53,54]. One such 
example is Moling et al.'s [55] channel suggestion model, 
which uses the user's listening patterns to infer implicit 
feedback. Methods like knowledge-enhanced Gated 
Recurrent Units (GRU) [57] and the session-based RNN 
approach [58] have contributed to the rise in popularity of 
Recurrent Neural Networks (RNN) for sequential 
recommendation [56]. Since the learning procedure is 
analogous to a Markov chain of sequential behaviours, 
sequential recommendation algorithms [59,60] also 
perform well in a digital classroom. By combining context 
awareness, sequential pattern mining, and the CF 
algorithm, for instance, Tarus et al. [61] proposed a 
sequential recommendation framework that makes use of 
the learner's context and sequential access patterns. A 
hierarchical sequential decision procedure was built by 
Zhang et al. [16] to improve the sequential recommender 
system's course suggestions. 

2.2.3 Deep Learning-based recommendation 
 
In the field of recommender systems, deep learning 
technology has made remarkable strides in recent years 
[69]. When used to the course recommendation algorithm, 
deep learning technology improves efficiency in 
processing learning record data, better captures the deep-
level characteristics of both learners and courses and 
helps to prevent data sparseness and cold-start issues. One 
drawback of deep learning is that it requires a lot of 
processing power, which might lead to an issue with the 
findings being hard to understand. modern deep learning 
recommendation model (DLRM), a specialised 
parallelization approach that takes advantage of model 
parallelism on embedding tables to reduce memory 
requirements. In addition, the completely connected layer 
is calculated using data parallelism, which significantly 
boosts performance. NCF model architecture was 
proposed. Deep learning and the CF recommendation 
algorithm form the backbone of this strategy. 

2.2.4 Attention Neural Networks  
 
Recent years have also seen the proposal of neural 
attention networks [23,62] to tackle a wide range of 
challenging problems in deep learning. For the purpose of 
modelling both changing user behaviours and contextual 
social impacts, the dynamic graph attention neural 
network [63] has been designed. Additionally, the 
dynamic attention integrated neural network [64] predicts 
users' shifting preferences and integrates these with other 
key aspects into a single framework for recommending 
news articles. These dynamic attention models have a 
number of problems, one of which is that they take too 
long to run. For CF methods, Attentive Collaborative 
Filtering (ACF) [65] is an attention network that 
integrates with the Bayesian personalised ranking loss to 
deal with implicit feedback. However, due to the softmax 
function being used in ACF, item-specific attention 
weights tend to be somewhat variable. The Neural 

Attentive Item Similarity (NAIS) model [21] addresses 
this issue by reducing the dispersion of attention weights 
by differentiating between the relative contributions of 
new and old items to a user's preferences. 

2.2.5 Graph Neural Network-Based Method  
 
Due to its superior graph structure data learning, Graph 
Neural Network (GNN) technology has become popular 
in many fields. Most recommender system data is graph-
based. Bipartite graph can be used to model user-item 
interaction data, which is more comprehensible than a 
matrix. Graph algorithms naturally model user item 
interaction data. Many recommender systems have used 
graph algorithms because GNN is good at representation 
learning and can model user item bipartite graphs. 
 
In the past decade, recommender systems have advanced 
rapidly from factorization to models based on deep neural 
networks. When compared to other recommendation 
methods, those based on GNNs perform exceptionally 
well across the board. There are three reasons why GNN-
based recommenders are effective: 1. Modeling Complex 
Relationships, 2. Information Aggregation, 3. Handling 
Cold Start and Sparse Data.   The traditional 
recommender systems can only draw from a small subset 
of these data sources, their performance suffers because 
crucial data is being ignored. GNN standardises data 
processing by modelling data usage as a network of nodes 
and edges. The degree to which a user and an item are 
alike is a major factor in the reliability of recommendation 
systems. The collaborative filtering effect is only recorded 
implicitly since most training data consists of interaction 
records with only closely linked items. Consequently, 
only first-order connection is significant. The 
effectiveness of recommendations decreases without high-
order connection. High-order connectivity is captured by 
GNN-based models. Multi-hop graph neighbours make a 
natural expression of collaboration filtering. Using 
recommender systems only with the desired behaviours 
may backfire. GNN-based models can improve 
recommendation performance by include various off-
target activities, such as search and add to cart, thanks to 
semi-supervised signals over the graph. 

3. Proposed Methodology 

The purpose of this research paper is to investigate how to 
apply the Deep Transformer based Ensembled Attention 
Model (DTEAM) to a course recommendation system in 
order to meet the personalised course recommendation 
requirements of users. 
 
We present a personalised recommendation method that 
takes the BERT as its foundation integrated MLM and 
Transformers. This section will outline the process in 
great depth, focusing on the following points. We begin 
by discussing the process of gathering and cleaning data. 
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Second, we present the model structure of the transformer 
as a whole as it pertains to the multi-head attention 
process. At last, we provide classification using soft max 
layer. 

 
Fig 2: Details about data found in E-Khool dataset 

3.1 Data Pre-processing 

Deep learning models rely heavily on datasets. After 
analysing and exploring various popular e-Learning 
platforms, such as Edx, MIT, and Coursera, we 
discovered that the e-Learning platforms contain 
numerous learner groups and extensive learning 
resources, which is the type of information that is more 
pertinent to our research objectives. Therefore, we 
decided to utilise the E-Khool [66] dataset to conduct 
experiments to validate the model's performance. The E-
Khool dataset includes reviews and ratings of the course 
as shown in the figure1. These informational contents are 
the real-world data documented by students on the 
https://ekhool.com/ website. The majority of the dataset's 
data is stored in csv format. Consequently, we employ the 
course and user related dataset information for subsequent 
experiments. 
 
Due to the presence of noise in the data, we must pre-
process the data prior to conducting the experiment. The 
pre-processing steps are common to those of other 
research studies. We begin by removing absent, noisy 
data, such as user information. 
 
In order to clean up the training data, we drop students 
whose total course load is less than 5. Since there is not 
enough information in the course to make learning 
efficient. The data pre-processing approach mitigates the 
issue of inadvertent suggestion outcomes brought on by 
the lack of information about the courses taken by the 
students. Furthermore, in natural language processing, 
semantic text similarity is a crucial task. Multiple 
meanings can be attributed to a single word, sentences can 
range in length and complexity, and idioms abound in text 
languages. Bag-of-words and TF-IDF models are two 
examples of these basic models in NLP technology; 
nevertheless, they have limitations due to the specificity 
of phrases, which means that the purpose of the word 
order is ignored. To better capture the text's inner features, 
we pre-process the text's course content. 
 

3.2 Model Design 

Deep Transformer based Ensembled Attention 
Model (DTEAM) 
 
BERT integrated with Masked Language Model (MLM) 
and Transformers are used for model ensemble to get the 
weighted average of better accuracy. Architecture of 
proposed Ensemble Attention Model (EAM) is shown in 
the Figure2. 
 

 
Fig 3: Architecture of proposed Deep Transformer 

based Ensemble Attention Model (DTEAM) 

3.2.1 MLM+BERT 
 

BERT (State of the art natural language model 
for NLP) 
 
The abbreviation BERT means "Bidirectional Encoder 
Representations from Transformers." It is widely utilised 
in the field of language modelling as an attention model. 
This paradigm offers a multi-stage process for handling 
textual ambiguity. To begin, BERT is a model that makes 
use of the attention mechanism by giving different parts 
of the input data equal weight. This is because it is built 
on the Transformer architecture. Second, during training, 
BERT thoroughly absorbs information from both the left 
and right sides of a word's context. For a more nuanced 
understanding of sentence context, the model's ability to 
work in both directions is crucial. Masked Language 
Model (MLM) is a revolutionary approach that enables 
bidirectional training, and we applied it. 

Working of BERT  
 
BERT employs Transformer, an attention mechanism that 
discovers contextual relationships between words (or sub-
words) in a text. The extraction of textual features from 
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course descriptions is a crucial step for enhancing the 
performance of model recommendations. We use the 
BERT model [67] to derive features from textual data. 
Google's BERT can get vectorized versions of course 
review papers. The BERT model is a language model that 
is made by an Encoder and Transformer that work both 
ways. It specifies that the model can get a more accurate 
picture of a word vector by using information about the 
word before and after it [69]. 
 
To get their feature vectors, the network can pull out the 
features from the course review text. First, we use 
masking to give the weightage for words which are 
significant for prediction and then perform embedding to 
turn it into a low-dimensional vector with real values that 
the model can use. Lastly, the trained model is changed 
over and over again using the user's rating of the course as 
an input feature vector. 

Masked Language Model (MLM) 
 
Before being sent into BERT, over fifteen percent of each 
word sequence is altered by substituting [MASK] tokens 
in their place. The model then makes an effort to infer the 
hidden words' original value from the unmasked words' 
context. The following steps are necessary for output 
word prediction: 

1. First, the encoder output is layered on top of 
a classification layer. 

2. Second, by multiplying the output vectors by 
the embedding matrix, the vocabulary 
dimension is introduced. 

3. Each vocabulary term's likelihood is 
determined using Softmax. 

Next Sentence Prediction 
 
When being trained with BERT, the model is given pairs 
of sentences and taught to recognise whether or not the 
second sentence is the next sentence in the original text. 
When training, the second sentence in half of the input 
pairings is taken directly from the original text, while the 
other half is chosen at random from the corpus. The 
hypothesis is that the randomly selected sentence will be 
completely dissimilar to the source sentence. 
 
In order to train the model to differentiate between the 
two sentences, the input is handled as follows and it is 
illustrated in figure 3. 
 
1. The [BEG] token introduces the first phrase, and the 
[SEP] token closes out the rest.  
2. In order to determine if a token fits in Sentence A or 
Sentence B, we first embed them into a sentence. 
Sentence embeddings are fundamentally similar to token 
embeddings with a vocabulary size of 2.  
3. Third, a positional embedding is assigned to each token 
to indicate its place in the sequence.  

 
 

Fig 4: Embeddings 
 

The whole input sequence is sent into the transformer 
model to check if the second phrase is a continuation of 
the first. The output of the [BEG] token is transformed 
into a vector using a simple classification layer (learning 
matrices of weights and biases). The likelihood of the 
subsequent sequence prediction is computed via Softmax. 
In order to train the BERT model, we minimise the loss 
function that is the sum of the losses from Masked LM 
and Next Sentence Prediction.  

3.2.2 Transformer 
 
Since the introduction of transformers in 2017, there has 
been an explosion in the number of advanced models 
pertaining to transformer architecture. Transformers have 
been able to solve the majority of common NLP tasks 
with the greatest efficacy, and researchers are discovering 
more and more problems where they can be applied. 
Transformers are actually developed for sequence-to-
sequence actions like machine translation, question 
answering, etc., it consists of an encoder and a decoder. 
The encoder accepts embeddings, which are the sum of 
regular embeddings and positional embeddings. 

Input Embedding 
 
Token embedding, positional embedding, and an 
encoding layer make up the input embedding of our 
model. The tokens of a sentence are broken down by our 
model. At the beginning of the token sequence, the special 
character [BEG] stores the semantic information of the 
whole input sequence. [SEP] is a special character that 
signals the end of a sentence sequence. Token i in the 
sequence is written as ti ϵ RH, where H is the number of 
hidden levels. When working with sequential data, 
position embedding is utilised to encode position 
information. Pi ϵRH is a convenient expression for the 
positional embedding. Here's the sequence you need to 
follow. In the high-dimensional space, the input 
embedding has the same dimension as token embeddings 
and positional embeddings. Ei ϵ RH is the resultant 
embedding when these two are multiplied together.  
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Encoding 
 

Multi-Head Attention 
 
Multi-Head Attention is essentially composed of a 
multiple self-attention unit. This is because each attention 
centre will concentrate on a different aspect of the text. 
One unit can concentrate on the subject-verb relationship, 
while another can concentrate on the tense of the text, and 
so on. This is comparable to employing multiple filters 
within a single convolutional layer. 
 
The Query, Key, and Value are the three parameters that 
feed into the Attention layer. WQ, WK, and WV  are three 
matrices of parameters. The inputs of the scaled dot 
product attention function are the query matrices Q, the 
key matrices K, and the value matrices V, which are used 
to calculate the self-attention value as shown in the 
equation 1. 

 
                                                           

(1) 
 
During the calculation of self-attention, the multi-head 
attention mechanism is employed, and Q, K, and V are 
linearly mapped to h groups in order to derive various 
H/h-dimensional vectors. The calculation for self-
attention is as shown in equation 2 

                

(2) 
The multi-head mechanism simultaneously executes the 
self-attention function on h groups of H/h-dimensional Qi, 
Ki, and Vi. Each group generates a vector of output 
results, which are then spliced together as shown in 
equation 3. The linear transformation is utilized to restore 
the H-dimensional vector. 
 

   (3) 
 

Using a feed-forward neural network with two linear 
mapping functions and a nonlinear ReLU activation 
function, the output vectors of the multi-head self-
attention operation are combined with the self-attention 
input X for layer normalization as the input. The feed-
forward operation (equation 5) and the layer 
normalization operation (equation 4) can be written as 
follows. 
 

 (4) 
 

                                
(5) 
 
Then, the input of the feedforward neural network is 
combined with the output F from the layer normalizer to 
form the input of the subsequent encoder. In our concept, 

L represents the total number of transformer encoders. 
More syntactic and semantic information about a phrase 
sequence can be obtained through the use of a multiple 
transformer encoder structure. 

Decoding 
 
The target sequence is fed to the Decoder stack's Output 
Embedding and Position Encoding, which generates an 
encoded representation for each word in the target 
sequence that encapsulates the word's meaning and 
position. This information is supplied to all three 
parameters, Query, Key, and Value, in the Self-Attention 
in the first Decoder, which generates an encoded 
representation for each word in the target sequence, which 
now includes the attention scores for each word. This is 
sent to the Encoder-Decoder's Query parameter after 
being processed by the Layer Norm. Paying attention in 
the Initial Decoder 

Encoder-Decoder Attention 
 
In addition, the Value and Key parameters in the Encoder-
Decoder Attention receive the results from the last 
Encoder on the stack. Therefore, both the goal sequence 
(from the Decoder Self-Attention) and the input sequence 
(from the Encoder stack) are being sent into the Encoder-
Decoder Attention. As a result, it generates a 
representation that incorporates both the input sequence's 
and the target sequence's attention scores for each 
sequence word. As it makes its way down the stack of 
decoders, the attention scores from both the encoder and 
the decoder are incorporated into the final word 
representation. 

Classification 
 
In order to transform the category label distribution into a 
probability distribution, we employ the softmax nonlinear 
activation function. The most likely intent label is the one 
that corresponds to the highest probability value. Intent 
label prediction is computed as follows: 
 

                                                  
(6) 

Ensembling 
 
A weighted average is an ensemble technique in which 
each model’s contribution to the final prediction is 
weighted by the model's performance. When using model 
averaging, all members of the ensemble have an equal 
impact on the final prediction. The ensemble prediction in 
our proposed model has produced the final prediction by 
applying weighted average of muti-head attention-based 
transformer and MLM based BERT model.  
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4. Results 
 
In our experiments, we validate the translation 
personalised course recommendation model based on the 
BERT model using a publicly available dataset. 

4.1. Experimental setup 

4.1.1. Dataset description 
 
This paper uses the E-khool learning platform dataset 
[66]. This dataset consists of a single file with one lakh 
rows, representing over 25 courses and 1,000 students. 
Here, Course ID, Date of Subscription, Learner ID, 
Ratings ranging from 1 to 5, Date of Ratings and Review, 
and Ratings ranging from 1 to 5 are specified. 

4.1.2 Performance metrics 
 
The adopted performance metrics are precision, recall, 
and F1-score. The respective definitions are as follows.  
 
Precision: It is the ratio of true positives to the total 
number of positives. True positives and false positives are 
included in the total positives. The precision measure is 
written as follows:   

falsetrue

true

PosPos
Pos
+

=χ
                                                                     

(7) 

where, χ is precision, truePos is true positives, and 

falsePos
signifies false positives.  

 
Recall: This measure ratio of true positives to total of 
false negatives and true positives and the formula is given 
by,   

falsetrue

true

NegPos
Pos
+

=δ
                                                    

(8) 

where, recall is signified asδ , and falseNeg
symbolizes 

false negatives. 
 
f-measure: This represents the average harmonic value 
between precision and recall. This also indicates a 
weighted measure of both recall and precision, which is 
presented as follows: 









+
×

×=
δχ
δχ2mf

                                                            
(9) 

where, mf  denotes f-measure 
 

 
Table 1 

 

4.1.3. Performance analysis 
 
We evaluated and validated the experimental results 
comparison to the baseline model to ensure the proposed 
strategy was effective. We use @k to denote the best k 
courses to take. Table 1 compares the proposed method 
with a number of other models, such as RNN, Long 
Short-Term Memory (LSTM), BERT, DARL, HRL, 
CNN-NegSeq, and NoR-MOOCs, as well as the classic 
recommendation methods User and Item-based 
Collaborative Filtering. Table 1 shows that our approach 
produces the best outcomes, proving the viability of the 
individualised course suggestion strategy put forward in 
this study. Meanwhile, it's obvious that common 
recommendation algorithms can't deliver top-notch 
outcomes, such as collaborative filtering and item-based 
filtering. This is mostly because there is room for 
improvement in the model's feature extraction 
capabilities, which means that changes in course materials 
are not fully accounted for. 
 
The proposed methodology has been evaluated for 5 and 
10 courses. The basic recurrent neural network models 
have shown poor performance than the recent transformer-
based models. The proposed method has outperformed the 
existing methods for recommending top 10 courses. 
However, for precision @5 [R5] has shown slight better 
result than ensemble model, when recommendation of 
number of courses increased the accuracy has been 
reduced. The proposed methodology is able to persist the 
accuracy even after increasing the number of 
recommended courses. The graphical analysis of 
performance has been shown in the below Figure 5 and 6. 
 

Model Precisi
on@5 

Recall@
5 

F1 
Score
@5 

Precision
@10 

Recall
@10 

F1 
Score
@10 

RNN 14.35 11.34 12.67 12.75 17.85 14.88 
LSTM 15.17 11.42 13.03 11.39 18.69 14.15 
BERT 20.73 23.54 22.05 17.25 28.54 21.5 
DARL 63.12 48.53 55.64 49.48 54.51 51.23 
HRL 81.3 56 90.78 79.2 67 80.67 
CNN-
NegSe
q 45 52 48 67 66 66 
NoR-
MOOC
s 68 89 76 62 69 66 
Propos
ed 80.25 79 85.73 79.73 74 83.20 
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Fig 5: Proposed Model performance comparison for 
top 5 recommendations 
 

 
 
Fig 6: Proposed Model performance comparison for 
top 10 recommendations 
 
5. Conclusion and Future scope 
 
We experimented by using BERT, Multi-head attention 
transformers, and Masked language model to make 
individualised course recommendations. This approach is 
made for MOOCs, or massive open online courses, and it 
can tailor course suggestions to each user. To combat the 
inaccuracy of current recommendation systems, the 
suggested approach blends bidirectional encoder 
representations from the transformers model with the 
attention mechanism. The following are the main stages 
of our methodology. The dataset's collection and initial 
processing are presented initially. Second, the 
transformers model's bidirectional encoder representations 
are included into a framework for an ensembled 
recommendation model, which also makes use of a multi-
head attention mechanism. The experimental outcomes 
prove the efficacy of the suggested framework for 
individualised suggestion. The scalability of the suggested 
technique allows for the elimination of the drawbacks of 
traditional large-scale trials. 
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