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Abstract 

Accurate and robust segmentation of organs or lesions from medical images plays a vital role in many clinical applications 
such as diagnosis and treatment planning. With the massive increase in labeled data, deep learning has achieved great 
success in image segmentation. However, for medical images, the acquisition of labeled data is usually expensive because 
generating accurate annotations requires expertise and time, especially in 3D images. To reduce the cost of labeling, many 
approaches have been proposed in recent years to develop a high-performance medical image segmentation model to 
reduce the labeling data. For example, combining user interaction with deep neural networks to interactively perform 
image segmentation can reduce the labeling effort. Self-supervised learning methods utilize unlabeled data to train the 
model in a supervised manner, learn the basics and then perform knowledge transfer. Semi-supervised learning 
frameworks learn directly from a limited amount of labeled data and a large amount of unlabeled data to get high quality 
segmentation results. Weakly supervised learning approaches learn image segmentation from borders, graffiti, or image-
level labels instead of using pixel-level labeling, which reduces the burden of labeling. However, the performance of 
weakly supervised learning and self-supervised learning is still limited on medical image segmentation tasks, especially on 
3D medical images. In addition to this, a small amount of labeled data and a large amount of unlabeled data are more in 
line with actual clinical scenarios. Therefore, semi-supervised learning strategies become very important in the field of 
medical image processing. 
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1. Introduction

In recent years, various algorithms and methods of
machine learning, especially deep learning, have been 
widely applied in various fields such as computer vision 
(including object detection, image classification, semantic 
segmentation, etc.), natural language processing 
(including text recognition, speech recognition, etc.). 
Deep learning methods have achieved many milestones in 
different fields, and these results have improved the state 
of the art in each field[1]. However, these milestones and 
technical improvements often require large amounts of 

labeled data for training. Moreover, most of these 
methods require that the training data and the test data 
have the same distribution. In reality, in many application 
scenarios, large amounts of labeled data are not easily 
accessible, and it is very expensive and time-consuming 
to annotate different data for different tasks. This fatal 
drawback has become a bottleneck limiting the 
development of supervised learning methods, and makes 
many models have low generalization ability on different 
tasks. 

Deep learning techniques and deep convolutional 
networks (CNNs) have been achieving great success for 
some time in computer-aided therapy including analysis 
of medical images, medical image segmentation, 
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detection and diagnosis of medical images, and various 
other tasks that are included in the broader category of 
computer vision field[2]. In traditional computer vision 
tasks, i.e., natural image analysis tasks, the cost of 
labeling the data is low, so there is no need to worry about 
the difficulty of obtaining labeled data for such tasks. 
However, in the medical field, a large amount of labeled 
data is needed, but these labeled data need to be manually 
labeled by clinicians with rich expertise and also need the 
cooperation of radiologists and other experts, which is a 
time-consuming, labor-intensive, and costly process[3]. 
The difficulty of obtaining labeled data constrains the 
establishment of a reliable and robust machine learning 
model in the field of medical image analysis. On the other 
hand, there is a large amount of unlabeled medical image 
data that is not effectively utilized. Therefore, how to 
make full use of these large amounts of unlabeled medical 
image data has become a key issue in applying machine 
learning and deep learning algorithms to the field of 
medical image processing. 

To address the above problems, there are many 
different training strategies such as weakly supervised 
learning, unsupervised learning, transfer learning, and 
semi-supervised learning that will be highlighted in this 
paper. The bottleneck problem in the medical image field 
is that labeled data is not easily accessible. Semi-
supervised learning[4] and active learning can alleviate this 
problem to a large extent, so that a large amount of 
unlabeled data can be fully utilized, which in turn can 
improve the performance of machine learning deep 
learning algorithms in the field of medical image 
processing tasks. Semi-supervised learning is a branch of 
deep learning, and this approach mainly considers how to 
utilize a small amount of labeled data and a large amount 
of unlabeled data to obtain good performance on different 
tasks[4]. 

Semi-supervised learning learning strategies as well 
as active learning strategies are one of the most promising 
approaches in the field of computer vision for solving 
specific tasks with small amount of annotated data as well 
as difficult acquisition[5]. It is expected to alleviate the 
bottleneck problem of difficulty in acquiring annotated 
pathology images in the field of medical image 
processing. The robustness and generalization ability of 
the model is also improved by this method, and a large 
number of unlabeled pathology images are effectively 
utilized[6]. It is widely recognized in the academic 
community that there is research on semi-supervised 
learning started in 1994 and was first proposed by Shah-
shahani and Landgrebe[7]. Semi-supervised learning 
strategies have been rapidly developed because of the 
emergence of domains that train on numerous unlabeled 
data or have difficulty in acquiring labeled data. In semi-
supervised learning includes semi-supervised support 
vector machines, graph semi-supervised learning 
methods, and divergence-based methods[8]. And in this 
paper only the method of semi-supervised learning based 
on deep neural network is introduced. And this deep 
neural network based method can be subdivided into three 

kinds after continuous development in different fields, 
firstly the first one is the end-to-end semi-supervised 
learning method; the second one is to train the network 
model in labeled data, and then train the network by using 
the deep features obtained from the network; and the last 
one is to train the network by using unlabeled data, and 
then fine-tune it by using the labeled data[9]. Among these 
three methods only the first one is semi-supervised 
learning of the network itself. 

This paper summarizes the application of semi-
supervised learning methods in the field of medical image 
processing[10], and introduces the relevant definitions, 
research directions, and classifications of semi-supervised 
learning methods, as well as representative cases of these 
classifications. In addition, it introduces the loss function 
used in semi-supervised learning and some methods to 
prevent overfitting. In addition, this paper also introduces 
the definition of active learning and its methods. Finally, 
the challenges of semi-supervised learning methods in the 
field of medical image processing and the future 
development direction are introduced. 

2. Semi-supervised learning methods 

This subsection categorizes semi-supervised 
learning methods into 6 classes[11]. These 6 classes of 
methods are consistency constraints; self-training 
methods; multi-view training; generative adversarial 
learning; multiple hybrid methods; and graph-based semi-
supervised learning methods. In this section, the 
definitions, concepts, schematic diagrams, as well as the 
advantages and disadvantages of these 5 classes of 
methods are presented in detail in turn. 

2.1 Consistency constraints 

The main idea of the consistency constraint method 
is to have the same predicted output for similar inputs, 
which means that for an input[12], the predicted output 
results obtained should be consistent even if a noise 
disturbance is added to it. This method improves the 
generalization ability of the model by adding an 
unsupervised regularized loss term between the predicted 
results after the perturbation and the normal predicted 
results on unlabeled data. 

And in the specific practice of consistency 
constraints for semi-supervised learning, in general the 
total model loss will consist of a loss function with 
annotated data and a loss-weighted summation with 
unannotated data. And for the unlabeled sample data it is 
necessary to use the consistency constraint method, and 
the loss of this kind of data is generally measured by 
using MSE (Mean Square Error) or KL [13]scatter. Some 
semi-supervised learning methods based on consistency 
constraints are described next. 
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2.1.1 The π-model and the temporal 
combinatorial model 

These two types of methods were proposed by S 
Laine and T Aila in 2016[14], and a schematic of these 
methods is shown in Figure 1 

 
 

Figure 1. Methodological flow of the π-model and 
the timing combination model 

Both the π-model and the time-series combination 
model[15] approaches use the weighted sum of the cross-
entropy loss of the annotated data and the mean square 
error loss of the unannotated data samples as the overall 
loss function. For both methods, the first input to the 
consistency constrained loss for the data without 
annotation samples is the predicted output obtained from 
the random enhancement of the image (random 
enhancement includes random flipping, addition of noise, 
random cropping, etc.) fed into the network[16], whereas 
the second input is different, being an exponential sliding 
average of the previous predictions in the time-series 
combination model[17], and the same input image in the π-
model which is randomly augmented again. 

Comparing the two, the π model requires the 
network to predict the input image twice, whereas the 
temporal combination model requires only one prediction 
in each round of training, and it is also more robust. 

2.1.2 Mean Teacher Module 
The time-ordered combinatorial model also has its 

inherent disadvantage, that is, when it performs sliding 
averaging, the training parameters are updated only once 
in each round, and the network converges slowly. To 
solve this problem, Tarvainen and Valpola improved on 
the π-model and the time-sequence combination model by 
proposing the Mean Teacher model[18]. 

In this Mean Teacher semi-supervised learning 
approach there is a student model and a teacher model. 
We input data into the student model to produce a 
corresponding output prediction, and then input data into 
the teacher model to produce an output prediction. The 
parameters of the student model are used to update the 
parameters of the teacher model[19]. The results of the 
student model and the results of the teacher model are 
then tested for consistency. 

Both labeled and unlabeled data are fed into the 
student model and the teacher model, the student model 
calculates the cross-entropy loss function of the 
predictions of the labeled data and the true labels, and the 
predictions of the teacher model and the student model are 
used as the mean-square error to calculate the similarity, 
i.e., consistency detection[20].The flowchart of the 
methodology of the Mean Teacher model is shown in 
Figure 2. 

 
 

Figure 2. Mean Teacher Model Algorithm 
Flowchart 

2.1.3 Data Enhancement for Unannotated Data 
In semi-supervised learning methods with 

consistency constraints, the data enhancement used for 
images is often simple random enhancement (e.g., random 
flipping, random cropping, etc., which are simple random 
noises). Xie[21] proposed a special stochastic enhancement 
method called unsupervised data augmentation (UDA), 
which encompasses both supervised and unsupervised 
loss components, and uses the cross-entropy loss function 
to compute the supervised loss component, whereas the 
unsupervised loss component is computed by using the 
KL dispersion between the predicted outputs of the 
annotated samples and the unannotated samples. 
Numerous experiments have demonstrated that the 
networks trained using this special unsupervised data 
augmentation method perform better and are more robust 
than the ordinary random data augmentation[22]. The 
algorithmic flow of UDA is shown in Fig. 3 

 
 

Figure 3. Flowchart of UDA algorithm 

2.2 Self-Training 

The self-training method is the most basic method 
in semi-supervised learning. In the self-training approach 
the model generates pseudo-labels for unlabeled data, 
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which are then retained with the updated labeled dataset 
to train the model. Since the predicted pseudo-labels are 
usually less reliable in the early training stages, their 
importance in the loss function gradually increases with 
training[23].  

The specific steps are: first divide the annotated 
sample data into a training set and a test set, and train an 
initial model using the annotated sample data, second, 
input the unannotated sample data into the initial model to 
obtain the prediction results, and select the label with the 
highest probability among the predicted class labels as the 
pseudo-label of the unannotated sample data. In the third 
step, the pseudo-labeled data and labeled data are mixed 
together, and then the network is retrained using the 
sample data after mixing[24]. In the fourth step, this trained 
model is then used to predict the labeled data, using 
different metrics to evaluate the performance of the 
classifier. The specific steps are shown in Fig. 4. 

 
Figure 4. Self-training flowchart 

2.3 Multi-view training 

Multi-view training This approach assumes that 
each sample data can be processed from several different 
perspectives, and then the model network trained from the 
different perspectives is used to process the unannotated 
sample data, and then the samples with higher confidence 
and their pseudo-labels are selected to be added to the 
training set[25]. The purpose of multi-view training is to 
learn different prediction functions in each perspective to 
target different specific tasks, and the different 
perspectives produce complementary predictions, thus 
improving the generalization ability of the whole model. 

2.3.1 Co-Training 
Co-training is a semi-supervised learning method 

based on "divergence"[26], which is designed for multi-
view data. Co-training exploits the compatibility and 
complementarity of multiple views by assuming that the 
two sample data have two adequate and conditionally 
independent views, where "adequate" means that each 
view has enough feature information to generate an 
optimal method, and "conditionally independent" means 
that the different views are independent of each other in a 
given category[27]. The different views are independent of 
each other. 

In the co-training approach there are two models 
which are trained on the dataset. The specific process is: 

first in each view with annotated sample data are used to 
train their corresponding different models[28], and then let 
each model pick the highest confidence unannotated 
sample data to give its pseudo-label, and this pseudo-
labeled samples are provided to the other model as the 
new annotated sample data for training and parameter 
updating, this kind of " This process of "mutual learning 
and joint promotion" continues in a cycle until the 
parameters of the two models reach an optimal solution. 
This process of "mutual learning and joint promotion" 
continues until the parameters of the two models reach the 
optimal solution and are no longer updated, or until a pre-
set number of rounds has been reached. 

2.3.2 Tri-Training 
Tri-training is an improvement of the co-training 

approach, proposed by Chen et al[29], which is also based 
on divergence. The algorithmic process can be 
summarized as follows, first three sub-datasets are 
sampled from the annotated sample dataset using 
bootstrapping, and these three sub-datasets are used to 
train three different basic classifier models. Second, for 
classifier I, all the unannotated datasets are predicted 
using the other two classifiers, and the data samples with 
the same prediction results are selected as the new 
annotated sample data, which are then added to the 
training set of classifier model I. Third, perform the 
second step for all three classifier models and update the 
parameters for all three classifier models using the new 
datasets[30]. Fourth, keep performing the third and fourth 
steps until the models converge to the optimal 
solution.The flowchart of the Tri-training algorithm is 
shown in Fig. 5 

 
Figure 5. Tri-training's training flowchart 

 
Multi-view training also has its drawbacks, that is, it 

requires multiple models and the training process is 
relatively complex with high computational overhead. In 
particular, the pseudo-labeling in the Tri-training method 
requires multiple predictions, which undoubtedly incurs 
greater computational Overhead. 

2.4 Generative Adversarial Learning 

This approach is mainly inspired by generative 
adversarial network, which is a generative model 
proposed by Goodfellow in 2014[31], and this model can 
be applied to some domains with scarce annotated 
datasets, which can generate realistic and high resolution 
images, and according to this approach, image repair, 
style migration, etc. can be realized. According to its 
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ability to generate high-resolution images, it can be 
combined with semi-supervised learning in domains 
where annotated data is scarce[32]. Thus, the problem of 
insufficient data with annotation can be alleviated. The 
following is a brief introduction of the structure of GAN 
first. 

The core of GAN generative adversarial network is 
that there is a generator and a discriminator, and then the 
two discriminators play with each other, and finally 
achieve the data generated by the generator model so that 
the discriminator cannot be recognized, in order to 
achieve the effect of the false, at this time, the "fake data" 
also becomes the real data, which increases the amount of 
data, but also This increases the amount of data and 
alleviates the overfitting of the model[33]. The structure is 
shown in Figure 6 below. 

 
Figure 6. Schematic diagram of GAN 

 
In the figure, z is a random noise, and the real and 

fake data are fed into the discriminator D for a binary 
neural network training, and the generator G can fabricate 
a "fake image" based on a string of random numbers. The 
generated fake images are used to deceive the 
discriminator D, which is responsible for distinguishing 
between real and fake images and gives a score. For 
example, if G generates a picture that scores well with D, 
it proves that G is very successful; if D can effectively 
distinguish between real and fake pictures, then G is not 
very effective and needs to adjust its parameters. GAN is 
such a game process. 

2.4.1 Semi-supervised learning GAN 
In supervised learning methods, the model is 

constantly adjusting the parameters by minimizing the 
value of the cross-entropy loss function. Until the 
parameters are found such that the value of the cross-
entropy function is minimized. In 2016 Salimans 
combined GAN and semi-supervised learning[34], and 
when faced with the K classification problem, the 
discriminator of the GAN was changed to a classifier of 
K+1 classes, and the last of the many classes was the 
generator-generated pseudo-data, which was identified as 
an anomalous class, and the structure of such a model is 
illustrated in Fig. 7 

 
 
Figure 7. Semi-supervised learning GAN flowchart 
 

The content received by the classifier consists of 
three parts, including labeled data (x, y), unlabeled 
samples x and fake data G(z) generated by the generator. 
For labeled data classifier performs normal supervised 
learning. While for unlabeled data and generated data, the 
classifier then needs to categorize the samples judged to 
be fake data into my last class which is K+1 class, and the 
samples judged to be real data into one of the first K 
classes, but there is no need to judge whether this 
prediction is correct or not. The loss function for this 
method consists of a weighted sum of three parts i.e. 
supervised loss, loss function for data judged to be false, 
and loss function for data judged to be true. The ultimate 
ideal situation is that the generator fools the discriminator 
as much as possible and generates data that is judged to be 
true by the discriminator, which also expands the amount 
of annotated data. 

2.4.2 Semi-supervised GAN 
The semi-supervised GAN proposed by Odena[35] 

further simplifies the semi-supervised learning GAN 
proposed by Salimans, and the network structure is shown 
in Fig. 7. Unlike the network proposed by Salimans, in 
this network the classifiers of GAN only receive labeled 
sample data and generated sample data, while the other 
structures are basically similar. The structure is shown in 
Figure 8 

 
Figure 8. Flowchart of semi-supervised GAN 

model 
 

However, the disadvantage of this method is also 
obvious, that is, the generator of the GAN generates 
random samples, and such random samples often do not 
have annotation information. In the subsequent use of the 
process also found that this method is prone to class 
imbalance problems. 
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2.5 Multiple mixing methods 

This approach attempts to combine several semi-
supervised learning methods and ideas, with the aim of 
drawing on the strengths of the various methods to 
continuously improve the performance of the modeling 
approach. 

2.5.1 FixMatch 
FixMatch is a diverse hybrid semi-supervised 

method proposed by Google Brain[36], which combines the 
ideas of consistency constraints and pseudo-labeling 
correlation in self-training, but simplifies them. For each 
unannotated sample data, two new sample data were 
obtained using both weak and strong enhancement. 
Predictions were obtained by modeling using these two 
sample data. The consistency regularization is then 
trained as a one-hot label between the weakly enhanced 
image and the prediction result of the strongly enhanced 
image using cross-entropy loss. The FixMatch structure is 
shown in Figure 9 

 
Figure 9. FixMatch model flowchart 

2.5.2 MixMatch 
MixMatch This approach weights the sum of 

supervised and unsupervised losses as an overall loss 
function. Specifically, Berthelot[37] combines consistency 
constraints and entropy minimization among an overall 
loss function, introducing data augmentation for both 
annotated sample data and unannotated sample data. Each 
unannotated sample is augmented K times and then the 
predictions are averaged across the different data 
augmentations. [38]To reduce the value of entropy, the 
predicted labels are sharpened and then MixUp[39] 
regularization is applied between annotated and 
unannotated samples. The structure of MixMatch is 
shown in Fig. 10 

 
Figure 10. MixMatch Model Flowchart 

 

 

2.6 Graph-based semi-supervised learning 
methods 

The main idea of graph-based semi-supervised 
learning [40]is to extract a graph from the original data, 
where each node represents a training sample and the 
edges represent the similarity measures of the sample 
pairs. This graph contains annotated samples and 
unannotated samples with the aim of passing labeled data 
from labeled nodes to unlabeled nodes. 

2.6.1 SDNE 
SDNE is based on an autoencoder[41] and the 

method consists of two parts: an unsupervised part and a 
supervised part. The first one is an autoencoder for 
generating the embedding structure of each node to 
reconstruct the domain. The second part uses Laplacian 
for feature mapping to penalize the model when related 
vertices are far away. 

2.6.2 Basic GNN Methods 
GNN is a basic classifier that is first trained to 

obtain the class labels to which the labeled nodes belong, 
and then the hidden states based on this graph neural 
network model are applied to the unlabeled nodes. The 
relevant information is updated by transforming between 
each pair of nodes using graph neural network. 

3. Semi-supervised learning related 
knowledge skills 

In this section, we will introduce some common 
conceptual knowledge in semi-supervised learning and 
how it can improve the performance of semi-supervised 
learning in the field of medical image processing. This 
includes common loss functions, data enhancement 
methods, and reasons why combining semi-supervised 
learning with active learning can improve performance. 

3.1 Loss function 

3.1.1 Shannon entropy 
Shannon entropy represents the uncertainty of the 

occurrence of an event, the greater the uncertainty of the 
occurrence of an event represents the greater the Shannon 
entropy, and the smaller the uncertainty, the smaller the 
Shannon entropy[42]. Specifically, let X be a discrete 
random variable with a finite number of values and a 
probability distribution of , 
For this discrete random variable, the total amount of 
uncertainty in this probability distribution is 

,where H(X) is the Shannon 
entropy of the random variable X, which depends only on 
the distribution of X and has no relationship with the 
specific value of X. Therefore, sometimes the Shannon 
entropy can be also written as H ( P). 
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3.1.2 Relative Entropy (KL Divergence) 
Relative entropy, also known as KL scatter, is used 

to measure the distance between two separate probability 
distributions[43]. Let the random variable X have two 
separate probability distributions P(X) and Q(X), then the 
KL scatter between the two probability distributions is 
defined as: 

      (1) 

3.1.3 Cross-entropy loss function 
Cross-entropy is a concept in information theory 

that measures the difference between two probability 
distributions and is often used in image classification 
problems. The cross-entropy loss function can usually be 
minimized to obtain an approximate distribution of target 
probabilities. It is used extensively in supervised learning. 
Specifically, the cross-entropy loss function is used to 
measure the difference between the predicted outcome 
and the true label.The final cross-entropy loss function is 
defined as follows: 
 

      (2) 
 

3.1.4 Dice Loss function 
Dice Loss is often used in medical image 

segmentation in the field of medical image processing, 
and in general, Dice Loss is a set similarity metric 
function, which is usually used to calculate the similarity 
of two sample data (the range of values is [0,1]), and the 
calculation formula is as follows: 

                                                     (3) 

3.1.5 Group Normalization (GN) 
In the field of semi-supervised medical image 

processing, the differences between different data samples 
are often large, which can be achieved by using 
normalization to standardize the data, thereby speeding up 
network convergence. 

At most, batch normalization is used to standardize 
data, but batch normalization is affected by the size of the 
BatchSize, if the BatchSize is too small, the calculated 
mean and variance will be inaccurate, and if the 
BatchSize is too large, the computer's video memory will 
not be enough. In comparison, group normalization 
calculates the mean and variance of each group in the 
channel direction, and has nothing to do with the 
BatchSize size, so the performance of the model is not 
affected by the BatchSize size. 

3.2 Data sample enhancement methods 

3.2.1 Pseudo-labeling 
Also known as pseudo-labeling, pseudo-labeling is 

commonly used in semi-supervised learning[44]. The main 
idea of pseudo-labeling is to use annotated data samples 

to first train the model, and then use the trained model to 
predict the labels of the unlabeled data samples, and select 
the label types with the highest confidence as pseudo-
labels, and after that the annotated sample data and the 
newly produced pseudo-labeled data are fed into the 
network model together to train the network. The specific 
process is shown in Figure 11 

 
Figure 11. Flowchart of a semi-supervised network 

for pseudo-label training 

3.2.2 Single-sample data augmentation 
In the field of deep learning, the final performance 

of a model is highly dependent on the amount of data. 
Often, the larger the amount of data, the better the model 
can achieve, but if a model is trained with little data, the 
model usually does not achieve the desired results. The 
purpose of data augmentation is to solve the problem that 
the quantity of annotated data is insufficient and the 
annotation quality is not high enough, and the main thing 
that needs to be discussed in this article is data 
augmentation for annotated data. 

The so-called single-sample data augmentation 
means that when a sample is enhanced, it all revolves 
around the sample itself. Geometric transformations in 
single-sample data augmentation include flipping, random 
rotation; Shift; Random cropping, random scaling; 
deformation, scaling, etc. Flip and rotate operations are 
common for tasks that are not directionally sensitive, such 
as image classification. 

The above geometric transformation data 
enhancement methods do not change the content of the 
image itself, but only redistribute the pixels. The 
enhancement method of color transformation in single-
sample data augmentation is to change the content of the 
image itself, and the common methods include adding 
noise; Obscure; color transformation; Erasure; In general, 
adding noise to an image is Gaussian noise, and learning 
ability can be enhanced by adding an appropriate amount 
of noise. In addition, an important transformation of color 
transformation is color perturbation, which is to increase 
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or decrease certain color components in a color space, or 
to change the order of color channels. 

3.2.3 Multi-sample data augmentation 
The multi-sample data augmentation method uses 

multiple sample data to generate new samples, and there 
are three main methods: SMOTE, SamplePairing, and 
Mixup.  

4. Semi-supervised Learning Methods in 
Medical Image Processing 

Currently there are many tasks related to the field of 
medical image processing using semi-supervised learning, 
and there are many sites targeted including heart, brain 
tumors, and retina segmentation. 

4.1 Example of the consistency 
regularization method to a single task 

W Hang[45] proposed a structure-aware average 
teacher model, where we introduced the entropy 
minimization principle to the student network so as to 
adjust itself to produce high-confidence predictions for 
unlabeled images. Local structural consistency is 
formulated by encouraging pairwise pixel similarity 
consistency of the same local predictions between the 
teacher and student networks. Global structural 
consistency between the two networks can be promoted 
by aligning the weighted self-information map. In this 
way, our model captures structural information from local 
regions to global regions and minimizes prediction 
uncertainty for unlabeled images. 

While X Li[46] proposed Transform Consistent Self-
Integration Model (TCSM) for semi-supervised medical 
image segmentation, there are two versions of this 
network structure. For TCSM-V1, the network optimizes 
the network by using a weighted combination of 
supervised loss with annotated data and unsupervised loss 
with unannotated data. To take advantage of the 
unannotated data, the network encourages the same inputs 
to end up with the same predictions in different noise 
regularizations. The method enhances the predictive effect 
of the regularization on the pixel level by introducing a 
consistency scheme including rotation and flipping in the 
self-integrating model. Unsupervised loss is designed by 
minimizing the difference between the network 
predictions under different transformations of the same 
input. 

4.2 Example of Consistent Regularization 
Methods for Multitasking 

This transform consistency self-integration model 
proposed by X Li[46] is the same as many previous semi-
supervised medical image segmentation tasks that utilize 

consistency regularization tend to add different noises to 
the input sample data in the same task for perturbation in 
the expectation of achieving the same predicted output 
results thus utilizing a large amount of unannotated 
data[47]. Consistency based on multi-task level is another 
approach. 

 
Y Zhang[48] proposed a network architecture for 

semi-supervised medical image segmentation with two 
tasks. This network architecture is an integration of two 
separate segmentation networks based on two tasks, 
which learns region-based shape constraints and 
boundary-based surface adaptation. The two networks in 
the overall architecture can learn collaboratively, and by 
collaboratively learning a target probability map and a 
signed distance map, the networks can enforce geometric 
shape constraints to learn more reliable information. The 
overall architecture of the network consists of two main 
tasks i.e. segmentation task and also regression task. The 
segmentation task aims at generating segmentation 
probability graphs while the regression task aims at 
generating signed distance graphs. This dual-task network 
can learn different representations of segmentation goals 
from different perspectives. The network for each task is 
mainly guided by the traditional supervised learning loss 
used for training. 

4.3 Examples of multi-view trainingmethods 
 

In addition to methods based on consistent 
regularization for similar inputs to have the same output, 
there are examples of applications of self-training 
methods based on pseudo-labeling in the field of semi-
supervised medical image processing. 

R Li and D Auer[49] et al. proposed a deep 
convolutional neural network (DCNN) based on 
generalized integration for semi-supervised medical 
image segmentation. The architecture of this network is 
based on an encoder and decoder structure. The network 
is initially trained using some annotated data. 
Immediately after this initial model is copied into sub-
models and iteratively improved using a random subset of 
unlabeled data which contains pseudo-labels generated 
from the model trained in previous iterations. 

4.4 Examples of multi-view trainingmethods 

Semi-supervised methods for multi-view learning 
utilize multiple different views of the data and benefit 
from the resulting relationships. By minimizing 
disagreement on multiple different hypotheses. The error 
in each hypothesis will be minimized. 

H Peiris as well as Z Chen[50] et al. proposed the 
Duo-SegNet net structure.Duo-SegNet proposes a two-
view UNet model and equips it with a CriticNet.Each 
UNet provides a view of the data distribution. And it is 
trained by minimizing the supervised loss of labeled data 
and the consistent unsupervised loss of unlabeled data. In 
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addition CriticNet is mainly used to promote two goals, 
firstly to ensure that the output of the UNet resembles the 
true labeling and secondly to identify the plausible part of 
the predicted results, thus enforcing consistency between 
the views. In short CriticNet is utilized to normalize the 
training and identify the parts of the prediction results 
with high confidence in order to learn from unlabeled 
data. Namely the network consists of two modules, a dual 
view segmentation network and a CriticNet. 

4.5 Recent advances and methodologies 

Recently W. Zhang and L Zhu et al. proposed a 
recent approach to semi-supervised learning in the field of 
medical images, which they called BoostMIS[51]. This 
approach adaptively utilizes the cluster assumption and 
consistency regularization to exploit the unannotated 
sample data in semi-supervised learning based on the 
current learning state, and this strategy can adaptively 
generate pseudo-labels obtained from the prediction of the 
task model for better task training. And for the low-
confidence unannotated sample data, active learning is 
introduced to find labeling candidates by utilizing the 
virtual adversarial perturbation and the density-aware 
entropy of the model as a query strategy for active 
learning, and eventually these information-rich labeling 
candidates are sent to the next training cycle. Adaptive 
pseudo-labeling and information active learning 
annotations form a closed loop and both collaborate with 
each other thus enhancing semi-supervised medical 
images. The network framework contains the following 
four main components: medical image task; consistent 
adaptive label propagator; adversarial instability selector; 
and balanced uncertainty selector. 

In addition, X Zhao and C Fang[52] proposed to 
enhance local feature representation in semi-supervised 
medical image segmentation by introducing a cross-level 
comparison learning scheme into semi-supervised 
learning. Enabling the network to explore relational 
features between global and local representations. In 
addition to fully utilize the cross-level semantic 
information, a new consistency constraint is designed to 
compare the predictions of patches with the predictions of 
the full image. The semantic consistency between the two 
prediction levels helps to improve the performance of the 
model. 

5. Existing challenges and future 
research directions 

The strategy of semi-supervised learning learning 
can alleviate this bottleneck problem in the field of 
medical image processing with a small number of labeled 
datasets and high cost of labeling. It is also able to utilize 
a large amount of unlabeled data to avoid data waste. It 
should be said that the semi-supervised learning strategy 
is a good way to alleviate data scarcity, and this method 
has also made a lot of progress in the field of medical 

image processing. However, at this stage semi-supervised 
learning strategies still face the following challenges[53]: 

(1) The problem of poor performance using only a 
single semi-supervised learning method: in current semi-
supervised learning methods, most authors seek to use as 
little annotated data as possible to obtain the best model 
performance, and thus tend to use one semi-supervised 
learning method such as consistency constraints in their 
models. Some basic methods are not properly combined 
with each other. 

(2) Scarcity of labeled data: Although semi-
supervised learning has reduced the demand for labeled 
data, there is still a certain demand for the amount of 
labeled data, but in some specific domains (e.g., medical 
image processing), the cost of labeled data is very high. 
So this becomes a big challenge to limit the performance 
of semi-supervised learning. 

(3) Effectiveness in feature selection: Semi-
supervised learning strategies have many similarities with 
unsupervised learning. Semi-supervised algorithms are 
more sensitive to the selection of features, if the selected 
features have a lot of ineffective and bad features, then the 
training results may become very poor. 

Future directions in the field of semi-supervised 
learning are predicated on the consideration of solving the 
above three problems. There are several trends in the 
future development of semi-supervised learning. 

For challenge (1) the future direction is to consider 
combining some methods such as entropy minimization, 
pseudo-labeling, consistency regularization and so on may 
achieve good experimental results. In addition how to 
combine many semi-supervised learning methods 
reasonably rather than just a stack of methods is also a 
promising research direction in the future. 

For challenge (2) consider using an active learning[53] 
method to label the data that is most meaningful for 
network performance improvement during training before 
training using a semi-supervised learning strategy. (Active 
learning is a method of labeling by actively selecting one 
of the most valuable samples, with the aim of achieving 
the best performance of the model using the fewest 
possible, high quality samples.) In this way the quality of 
the data is improved while the amount of labeling is 
reduced. Methods such as these that reduce the need for 
labeled data by improving the quality of the labeled data 
also need to be investigated in the future. 

For the challenge (3) correct feature selection can 
reduce the number of features, reduce the dimension and 
increase the understanding between features and feature 
values[54]. Currently more commonly used feature 
selection methods include: discarding features with small 
changes in value; mutual information and maximum 
information coefficients; feature selection based on the 
distance correlation coefficient and other methods. How 
to reasonably choose the combination of feature selection 
methods, so as to effectively distinguish the quality of 
unlabeled samples, enhance the robustness of the method 
to unlabeled noise samples, and realize the automatic 
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selection of feature subsets is what semi-supervised 
learning needs to address in the future stage. 

6. Conclusion 

This paper introduces the main concepts and 
methods of semi-supervised learning, as well as the 
differences between various semi-supervised learning and 
their respective advantages and disadvantages; various 
concepts that may be used in semi-supervised learning. It 
also introduces the application of semi-supervised 
learning in the field of medical image segmentation. 
Finally, the challenges faced by semi-supervised learning 
strategies in the current stage and the future directions are 
clarified. We hope that through this review, readers can 
better understand the main methods and classifications of 
semi-supervised learning, as well as the current status of 
applications of semi-supervised learning in the field of 
medical image processing and future research directions. 
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