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Abstract

OBJECTIVES: In conventional label propagation algorithms, the randomness inherent in the selection order of nodes and subsequent label propagation frequently leads to instability and reduces the accuracy of community detection outcomes.

METHODS: First, select the initial node according to the node importance and assign different labels to each initial node, aiming to reduce the number of iterations of the algorithm and improve the efficiency and stability of the algorithm; second, identify the neighbor node with the largest connection to each initial node for the pre-propagation of the labels; then, the algorithm traverses the nodes in descending order of the node importance for the propagation of labels to reduce the randomness of the label propagation process; finally, the final community is formed through the rapid merging of small communities.

RESULTS: The experimental results on multiple real datasets and artificially generated networks show that the stability and accuracy are all improved.

CONCLUSION: The proposed community detection algorithm based on balanced label propagation is better than the other four advanced algorithms on Q and NMI values of community division results.
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1. Introduction

There are many complex systems in the real world that can be represented by complex networks [1]. Nodes in complex networks represent entities in the system and edges represent relationships between entities [2]. Complex networks usually have a community structure, which is characterized by tight connections between nodes in the same community, while sparse connections between nodes in different communities. Analyzing the community structure in networks plays a very important role in understanding and revealing the organizational principles and functions of complex networks [3,4]. Community detection has been widely used in protein interaction analysis [5], product recommendation [6] and core drug discovery [7].

Label propagation algorithm [8] (LPA) has attracted much attention because of its linear time complexity in dealing with complex networks. The fundamental principle of the algorithm is to initially assign different initial labels to each node in the network and then update the node --- its own label --- according to the label that appears most frequently in the neighbor. When a label that appears most frequently in the neighbor is multiple, it is randomly selected for update. Finally the nodes with the same label are merged into the same community. However, the randomness inherent in the label propagation process reduces the stability and efficiency of the algorithm.

In order to reduce the randomness of label propagation, Zhang et al [9] incorporated the node importance into LPA
and selected node labels based on the descending order of the node importance and label influence. Saeid et al. [10] proposed a method to extend the community based on the node importance and local similarity. Kong et al. [11] proposed a method to propagate labels based on the importance of nodes and label influence and introduced a new tightening function to propagate labels. Yue et al. [12] defined a new label selection mechanism to update the labels of nodes. Deng et al. [13] proposed constructing the node importance model based on K-shell algorithm and formulated new label updating strategy for label propagation. Zarezade et al. [14] proposed hybrid node scoring and boundary node synchronized label updating method for selecting node labels. Thakare et al. [15] proposed Skip-LPA algorithm. This algorithm initialized only some nodes for label propagation, which effectively reduced the number of iterations of the algorithm. Yuan et al. [16] proposed the CDIC algorithm. The algorithm proposed an approach based on core node influence and label propagation, and merged nodes through the community's attraction to the nodes. Li et al. [17] and Lin et al. [18] combined the modularity function and the community core initialization to enhance the stability of the algorithmic results, respectively. Zhao et al. [19] performed the algorithm's local similarity metric to measure the importance of nodes. Bouyer et al. [20] proposed a new label propagation algorithm with local similarity metric to measure the importance of nodes. Bouyer et al. [21] proposed an algorithm based on the community expansion of low degree nodes. Zhang et al. [22] and Zhai et al. [23] both proposed methods based on core nodes and their layer-by-layer label propagation.

Although the above work improves the label propagation algorithm through various methods, the problem of stability and accuracy of community detection due to its inherent randomness is still an open problem. To address the above issues, this paper proposes a community detection algorithm based on balanced label propagation. The algorithm first selects initial nodes based on node importance and assigns different labels to each initial node; second, in the neighborhood of each initial node, selects the neighbor node with the closest connection which is carried out for the pre-propagation of labels; then traverses the nodes in descending order of the node importance and updates the labels of the nodes based on the balanced label propagation rule; finally, in order to solve the problem that small communities may be wrongly divided in the process of community division and improve the accuracy of community detection, the algorithm merges the generated small communities that meet the merging conditions to form the final community. The main contributions of this paper are as follows.

(i) A new measure of the node importance and initial node selection rules are defined. By considering the number of connections of nodes and the closeness among its neighbors, combined with the local search strategy, effective initial nodes are selected to improve the rationality of community detection.

(ii) A new balanced label propagation method is proposed. The method prevents incorrect label assignment, effectively reduces the number of iterations and improves the stability of the algorithm.

(iii) Two community merging strategies are designed. Whereby the smaller-scale communities are merged to improve the accuracy of the community detection algorithm.

2. Related work

In this paper, an undirected unweighted graph \( G = (V, E) \) is used to represent complex network. \( V \) is the set of nodes in the network, denoted as \( V = \{v_i\}i=1, 2, 3, ..., n\}, while \( n \) is the total number of nodes in the network, and \( E \) is the set of edges, denoted as \( E = \{(v_i, v_j)\} v_i \in V, v_j \in E \) and \( i \neq j \). \( A(v_i, v_j) \) is 1 when node \( v_i \) is connected to node \( v_j \), otherwise it is 0. The partitioning result of this network can be denoted as \( C=\{C_i\} i=1,2, ..., r \}, r \) denotes the number of communities and \( C_r \) denotes the \( r \)th community.

Raghavan et al. is the first to use the label propagation algorithm in the community detection problem in 2007, and the algorithm can be simply summarized as follows:

(i) Assign each node in the network a different label whose total number of labels is equal to the total number of nodes \( n \);

(ii) Iteratively update the label for each node. In the iterative process, according to the random sequence of nodes, each node will receive the label information propagated by its neighbor nodes, and then update its own label to the one with the highest number of occurrences in the received label information; if there is more than one label with the highest number of occurrences, a label will be randomly selected as the label of the node; after a number of iterations, the change of labels in the neighbors of each node tends to stabilize;

(iii) Divide all nodes with the same label into a community.

The label propagation algorithm has linear time complexity, but the randomness of node selection and label update leads to the instability and low accuracy of community division results. For example, in the process of community division in Figure 1, no matter the update order of \( v_7-v_8-v_9 \) or \( v_9-v_8-v_7 \) is chosen, when the update order of \( v_7-v_8-v_9 \) is selected, if the label of node \( v_7 \) is updated to the label of node \( v_6 \) or \( v_9 \), the final community results are different. This indicates that the randomness of the update node order and the label selection process during label propagation process have very important impact on the community detection results.
3. Proposed methods

Aiming at the problems of randomness in the propagation process and unstable community detection results of label propagation algorithm, this paper proposes a community detection algorithm based on balanced label propagation. During the initialization of node labels, the initial nodes are selected according to the node importance and only different labels are assigned to the initial nodes to improve the stability of the algorithm. During label propagation, node labels are updated according to different propagation rules. Finally, communities that meet the criteria of the small community merging strategy are merged to improve the overall quality, resulting in the formation of the final community structure.

3.1. Relevant definitions

To more clearly introduce the method proposed by this study, the following concepts are initially defined:

**Definition 1.** Neighbor nodes. \( \forall v_i \in V, \forall v_j \in V, (v_i, v_j) \in E \), then node \( v_i \) and node \( v_j \) are neighbor nodes to each other.

**Definition 2.** The set of neighbor nodes. \( \forall v_i \in V, N(v_i) = \{v_j | v_j \in V, (v_i, v_j) \in E\} \).

**Definition 3.** Node degree. \( \forall v_i \in V, D(v_i) = |N(v_i)| \) represents the degree of \( v_i \), denoted as \( D(v_i) \).

**Definition 4.** Node Connectivity tightness. Describe the extent of tightness of the connection between the two nodes, denoted as \( T \).

\[
T(v_i, v_j) = \sum_{k=1}^{m} \frac{1}{|P_k(v_i, v_j)|}
\]

\( \forall v_i \in V, \forall v_j \in N(v_i), i \neq j \), the connectivity tightness between \( v_i \) and \( v_j \) is denoted as \( T(v_i, v_j) \), which can be calculated according to formula (2). In this formula, \( m \) represents the number of all connection paths from \( v_i \) to \( v_j \) within three hops. \( P_k(v_i, v_j) \) is the \( k \)-th connection path from node \( v_i \) to \( v_j \). \( |P_k(v_i, v_j)| \) represents the path length of \( P_k(v_i, v_j) \).

3.2. Label initialization

Label initialization is the process of selecting several initial nodes in the network and assigning different labels to them, then start label pre-propagation in the neighborhood of each initial node. The steps to select initial nodes are as follows, where \( V_{\text{candidate}} \) represents initial node candidate set and \( V_{\text{initial}} \) represents the initial node set.

**Step1.** For each node in \( V \), if \( I(v_i) > \frac{1}{n} \sum_{v_j \in V} I(v_j) \) is satisfied, \( v_i \) will be added to the \( V_{\text{candidate}} \), where \( v_i \) is an arbitrary node in \( V \), \( v_i \) is a node whose importance is greater than the average importance of all nodes in \( V \), and \( n \) is number of nodes in \( V \).

**Step2.** For each node \( v_i \) in \( V_{\text{candidate}} \), if \( I(v_i) \geq I(v_j) \) is satisfied, \( v_i \) will be added to the \( V_{\text{initial}} \); otherwise, it will be removed from \( V_{\text{candidate}} \), where \( v_i \) represents a node in \( V_{\text{candidate}} \), and \( v_i \) represents any neighbor node of \( v_i \).

Taking the initial node set in Figure 2 as an example, this paper describes the proposed label initialization process. Firstly, based on Step 1, the initial candidate set of nodes \( V_{\text{candidate}} \), whose importance is greater than the average importance of all nodes in the network, is obtained. Then, according to Step 2, the initial node set \( V_{\text{initial}} = \{v_1, \ldots, v_9\} \), with the highest importance in their neighborhoods, is further selected from \( V_{\text{candidate}} = \{v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8, v_9\} \). The grey nodes represent the initial nodes. The initial nodes selected through the above steps not only have the advantage of greater-than-average importance, which effectively enhances the propagation efficiency between network nodes, but also avoid excessively concentrated local connections, thereby enhance the robustness of the entire network.
After the initial nodes is selected, the label pre-propagation starts. Assign different labels to each of initial nodes, find out the neighbor node with largest connection tightness in the neighborhood of each initial node and mark these neighbor nodes as the same label as the corresponding initial node. The label pre-propagation algorithm is as follows.

The label pre-propagation algorithm is shown as follows:

Input: Neighbor list of the nodes, network $G=(V, E)$;
Output: Pre-propagation node labels
1. Compute $I$(average) values for all nodes in network $G$.
2. For $v_i \in V$:
   1. If $I(v_i) > I$(average), add $v_i$ to $V_{\text{candidate}}$.
   2. If $V_{\text{candidate}} \neq \emptyset$ and for $v_j \in V_{\text{candidate}}$:
      1. If $I(v_j)$ is greater than that of all its neighbors:
         1. Add $v_j$ to $V_{\text{initial}}$.
         2. Else:
            1. Delete node $v_j$ from $V_{\text{candidate}}$.
            2. Assign different labels to each node in $V_{\text{initial}}$.
   3. For each $v_j \in V_{\text{initial}}$:
      1. Identify the neighbor $v_j$ with the highest connectivity tightness. The above label propagation algorithm can avoid the problem of inaccurate label propagation or excessive community expansion caused by relying solely on high-importance nodes, and ensure that the influence of nodes of different importance on label propagation can be balanced and add to $V_{\text{initial}}$.
      2. Propagate label of node $v_j$ to $v_j$.
      3. Return $V_{\text{initial}}$.

3.3. Label propagation

During the process of label propagation, nodes are selected in a random order for label propagation. When a node to be updated has more than one label with the highest frequency in its neighborhood, the traditional LPA algorithm randomly selects one of them. This random selection of labels often leads to inconsistent community detection results on the same dataset. To address this issue, the algorithm in this paper no longer updates node labels in a random order, but instead updates them according to the importance of the nodes.

Initially, nodes are sorted in descending order of importance and stored in a list. If the node is unlabelled, the label is assigned to the node according to the label propagation rule 1; otherwise, the label is updated according to label propagation rule 2. If all the neighbor nodes of the node are unassigned labels, these marked neighbor node numbers are used as their temporary labels.

**Label Propagation Rule1.** If node $v_i$ is unlabelled, first score the neighbor nodes, then calculate the scores for the labels that appear on the neighbor nodes based on these scores, and the label with the highest score is selected as the label of the node $v_i$.

If $I(v_i)$ of node $v_i$ is greater than the average importance of all nodes in the network is satisfied, each of its neighbor nodes will be scored according to equation (5), where $S(v_j)$ represents the score of neighbor node $v_j$;

$$S(v_j) = I(v_j) \times I(v_i), v_j \in N(v_i)$$ (5)

If $I(v_i)$ of node $v_i$ is less than the average importance of all nodes in the network is satisfied, its individual neighbor nodes will be scored according to equation (6);

$$S(v_j) = D(v_j) \times I(v_i), v_j \in N(v_i)$$ (6)

Label scores of neighbor node are calculated for each label according to equation (7), where $S(L_{vj})$ is the score of label $L_{vj}$,

$$S(L_{vj}) = \sum_{v_k \in N_{vj}} S(v_k)$$ (7)

**Label Propagation Rule2.** If node $v_i$ is labelled, the most frequently occurring label among its neighbor nodes is selected to update the label of $v_i$. If the most frequently occurring label among the neighbors is not unique, then the label with the largest label weight is chosen to update the label of node $v_i$.

In this algorithm, nodes with a degree of 1 do not participate in the calculation process. After label propagation is completed, to improve the efficiency of the algorithm, these nodes will adopt the label of their sole neighbor as their own label.

The above label propagation algorithm can avoid the problem of inaccuracy in label propagation or excessive community expansion caused by solely relying on high-importance nodes, and ensure that the influence of nodes of different importance on label propagation can be balanced.

3.4. Community generation

When dividing communities based on the results of label propagation, some smaller communities are identified, which should actually be part of a larger community. To address this issue, the algorithm in this paper performs community merging on small communities that meet the merging conditions.
The algorithm firstly calculates the average size of all communities excluding the largest community, defines any community smaller than this average as a small community. This paper proposes two different strategies for community merging. By testing on multiple datasets, the most optimal result is selected. Where $\forall C_i \in C_{small}$, $C_i$ represents the $i$th community, $C_{small}$ represents the community where node $v_i$ is located, and $v_{r1}$ and $v_{r2}$ are the nodes with and the largest importance respectively.

**Merging strategy 1.** When $v_{r1}$ is the node with the largest degree in the current small community, select the node with different labels and the largest degree from its neighbors. If degree of this neighbor node is greater than $D(v_{r1})$ is satisfied, the labels of all nodes in the small community in which $v_{r1}$ is located will be updated to the label of this neighbor node;

**Merging strategy 2.** When $v_{r2}$ is the node with the largest importance in the current small community, select the neighbor node $v_j$ with different labels and the largest importance. If the difference between the internal edge density of $C_{vr1}$ and twice the number of edges connecting $C_{vr2}$ and $C_j$ is less than 1 is satisfied, the labels of all nodes of the small community where $v_{r2}$ is located will be updated to the label of neighbor node $v_j$.

In the merging of small communities, the two merging strategies mentioned above are used. If the conditions are satisfied, the small communities are merged and all the node labels in these communities are updated; otherwise, the community is not merged until all the communities in $C_{small}$ have been filtered, and the final community detection is completed.

### 3.5. Algorithm description

The algorithm in this paper goes through label initialization, label pre-propagation, label propagation, community generation, and the merging of small communities to achieve the community division results. The pseudo-code of this algorithm is shown as follows:

1. According to Algorithm 1, get the pre-propagated node labels.
2. Nodes are arranged within node list $V_{list}$ in descending order of node importance;
3. Initialize high pointer to point to the top node of the list;
4. Initialize bottom pointer to point to the tail node of the list;
5. While high and bottom do not point to the same node:
6. If (top and bottom point to nodes $v_i$ without labels)
7. According to Label Propagation Rule 1;
8. Else:
9. According to Label Propagation Rule 2;
10. Update top to point to the next node;
11. Update bottom to point to the previous node;
12. Assign the label of the node with degree 1 to its neighbor nodes;
13. Nodes with the same label are grouped into the same community;
14. If merge:
15. Merge small communities according to the two strategies for merging small communities;
16. If merge strategy is satisfied:
17. Update small community node labels;
18. Return community detection $C$.

For initial node selection, the time complexity of computing $N$ nodes is $O(N^2d^2)$, where $d$ is the average degree of the nodes. The time complexity of the sorting operation during label propagation is $O(k \times \log(k))$, where $k$ is the number of neighbors. The list of nodes with node degree 1 needs to be traversed and the time complexity of assigning labels to nodes with degree 1 is $O(m)$, where $m$ is the number of nodes with degree 1. Small community merging needs to traverse all the communities, and the number of communities may be as large as $N$. Also limited by the number of communities $C$, the time complexity can be estimated as $O(C \times N)$. In summary, for dense networks the time complexity is $O(N^2d^2)$, while most real-world networks are usually sparse, so the actual time complexity may be lower than $O(N^2d^2)$.

### 4. Experiments

In order to verify the correctness and effectiveness of the algorithm proposed in this paper, comparative experiments are conducted with the LPA [8] algorithm, LSMD [21] algorithm, FSLD [24] algorithm and LBLD [20] algorithm on several real and artificial datasets. The operating system used in the experiments is Win10 and the processor is Intel (R) Core (TM) i7-7700HQ configured with 8GB of RAM.

#### 4.1. Evaluation indicators

In order to evaluate the performance of each algorithm more accurately, this paper chooses two classical community evaluation indicators: NMI and Q. They are defined as follows:

1. Normalized Mutual Information (NMI), which is used to measure the similarity between the real community structure A and the community structure obtained by the algorithm B. NMI takes the value in the range of $[0, 1]$, in which the closer the value is to 1, the better the community segmentation is; on the contrary, the closer the value is to 0, the worse segmentation effect is indicated. The NMI metric is used to evaluate the similarity of the network community detection results with the real community detection, as shown in equation (8):

$$NMI(X, Y) = \frac{-2 \sum_{i=1}^{C_x} \sum_{j=1}^{C_y} C_{ij} \log \left( \frac{C_{ij} C_x N}{C_i C_j} \right)}{\sum_{i=1}^{C_x} C_i \log \left( \frac{C_i N}{N} \right) + \sum_{j=1}^{C_y} C_j \log \left( \frac{C_j N}{N} \right)}$$

where $C_x$ and $C_y$ are the numbers of communities in the real and detected communities, respectively.
Where $C$ is a matrix, rows represent real communities, columns represent communities obtained by running the algorithm, $C_i$ is the number of identical nodes of real community $i$ and community $j$ obtained by running the algorithm, $C_i$ is the sum of the elements of row $i$, $C_j$ is the sum of the elements of column $j$, $C_i$ is the number of real communities in the network, and $C_f$ is the number of communities obtained by the algorithm.

(2) The modularity degree $Q$ is used as an assessment of the delineation quality and density of the detected communities. $Q$ takes values usually in $[-1/2, 1]$, with larger values representing higher quality of community delineation, as shown in equation (9):

$$Q = \frac{1}{2|E|} \sum_{v_i, v_j} \left( A(v_i, v_j) \right) \left( \frac{D(v_i)D(v_j)}{2|E|} \right) \delta(C_{v_i}, C_{v_j})$$

(9)

Where $|E|$ is the total number of edges in the network, $D(v_i)$, $D(v_j)$ represent the degree of $v_i$ and $v_j$, respectively. if node $v_i$ and node $v_j$ have the same label, then $\delta(C_{v_i}, C_{v_j}) = 1$, otherwise, $\delta(C_{v_i}, C_{v_j}) = 0$.

4.2. Experimental datasets

This paper conducts comparative experiments on 9 real datasets and 9 synthetic networks. The specific information of the real datasets used in the experiments is shown in Table 1.

(1) Real datasets

Table 1. Data set information table

<table>
<thead>
<tr>
<th>Networking</th>
<th>Nodal</th>
<th>Edge</th>
<th>Number of communities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate [25]</td>
<td>34</td>
<td>78</td>
<td>2</td>
</tr>
<tr>
<td>Dolphins [26]</td>
<td>62</td>
<td>159</td>
<td>2</td>
</tr>
<tr>
<td>Polbooks [27]</td>
<td>105</td>
<td>441</td>
<td>3</td>
</tr>
<tr>
<td>Football [28]</td>
<td>115</td>
<td>613</td>
<td>12</td>
</tr>
<tr>
<td>Netscience [29]</td>
<td>1461</td>
<td>2742</td>
<td>-</td>
</tr>
<tr>
<td>PGP [30]</td>
<td>10680</td>
<td>24316</td>
<td>-</td>
</tr>
<tr>
<td>Condmat2003 [31]</td>
<td>31163</td>
<td>120029</td>
<td>-</td>
</tr>
<tr>
<td>DBLP [32]</td>
<td>317080</td>
<td>1049866</td>
<td>13477</td>
</tr>
<tr>
<td>Amazon</td>
<td>334863</td>
<td>925872</td>
<td>75149</td>
</tr>
</tbody>
</table>

(2) Artificial datasets

The artificial datasets used in the experiments were generated based on the LFR [33] benchmark generator with the following parameter configurations: the total number of nodes $N=10000$, the average degree of nodes $k=20$, the maximum degree $\max k=50$, the minimum number of nodes in the community $\min C=20$, and the maximum number of nodes max $C=100$, $\mu$ stands for the mixing parameter in the network, which takes the values in the range of $[0.1, 0.5]$. Each time it is increased by 0.05, a total of 9 artificial dataset networks are obtained. As $\mu$ increases, the structure of the network becomes fuzzier and community detection becomes more and more difficult.

4.3. Experimental datasets

In order to better verify the accuracy of this paper's proposed algorithm, the experiment selects real dataset networks of different sizes and compares them with four algorithms: LPA, LSMD, FSLD, and LBLD.

Table 2. Number of communities obtained by the algorithm on the real dataset

<table>
<thead>
<tr>
<th>C</th>
<th>LPA</th>
<th>LSMD</th>
<th>FSLD</th>
<th>LBLD</th>
<th>Our_ Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Dolphins</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Polbooks</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Football</td>
<td>8</td>
<td>12</td>
<td>8</td>
<td>10</td>
<td>1682</td>
</tr>
<tr>
<td>Netscience</td>
<td>336</td>
<td>275</td>
<td>473</td>
<td>303</td>
<td>197</td>
</tr>
<tr>
<td>PGP</td>
<td>2495</td>
<td>643</td>
<td>302</td>
<td>358</td>
<td>330</td>
</tr>
<tr>
<td>Condmat_</td>
<td>5610</td>
<td>3502</td>
<td>2068</td>
<td>2314</td>
<td>1682</td>
</tr>
<tr>
<td>2003</td>
<td>0.543</td>
<td>0.565</td>
<td>0.634</td>
<td>0.695</td>
<td>0.714</td>
</tr>
<tr>
<td>DBLP</td>
<td>58795</td>
<td>17280</td>
<td>14663</td>
<td>6846</td>
<td>15217</td>
</tr>
<tr>
<td>Amazon</td>
<td>63566</td>
<td>34303</td>
<td>49128</td>
<td>15501</td>
<td>17972</td>
</tr>
</tbody>
</table>

Table 2 presents the comparison of the number of communities ($C$) achieved by different algorithms on real datasets. From Table 2, it is evident that the algorithm proposed in this paper produces a number of communities that perfectly matches the actual communities in the Karate and Dolphins datasets. On the DBLP dataset, the $C$ value of the community division results from this algorithm is the next closest to the actual community division compared to those of the other comparison algorithms.

Table 3. Comparison results of $Q$-values of algorithms on the real datasets

<table>
<thead>
<tr>
<th>Q</th>
<th>LPA</th>
<th>LSMD</th>
<th>FSLD</th>
<th>LBLD</th>
<th>Our_ Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>0.34</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.371</td>
</tr>
<tr>
<td>Dolphins</td>
<td>0.50</td>
<td>0.378</td>
<td>0.37</td>
<td>0.378</td>
<td>0.456</td>
</tr>
<tr>
<td>Polbooks</td>
<td>0.45</td>
<td>0.44</td>
<td>0.44</td>
<td>0.45</td>
<td>0.60</td>
</tr>
<tr>
<td>Football</td>
<td>0.56</td>
<td>0.58</td>
<td>0.49</td>
<td>0.547</td>
<td>0.843</td>
</tr>
<tr>
<td>Netscience</td>
<td>0.901</td>
<td>0.940</td>
<td>0.802</td>
<td>0.935</td>
<td>0.944</td>
</tr>
<tr>
<td>PGP</td>
<td>0.664</td>
<td>0.585</td>
<td>0.875</td>
<td>0.815</td>
<td>0.843</td>
</tr>
<tr>
<td>Condmat_</td>
<td>0.543</td>
<td>0.565</td>
<td>0.634</td>
<td>0.695</td>
<td>0.714</td>
</tr>
<tr>
<td>2003</td>
<td>0.56</td>
<td>0.65</td>
<td>0.624</td>
<td>0.728</td>
<td>0.736</td>
</tr>
<tr>
<td>DBLP</td>
<td>0.59</td>
<td>0.68</td>
<td>0.725</td>
<td>0.80</td>
<td>0.803</td>
</tr>
<tr>
<td>Amazon</td>
<td>0.59</td>
<td>0.68</td>
<td>0.725</td>
<td>0.80</td>
<td>0.803</td>
</tr>
</tbody>
</table>
Table 3 shows the comparison results of each algorithm for Q on the real dataset, where the bold represents the highest value of Q. According to Table 3, it can be seen that the algorithm in this paper is second only to the FSLD algorithm on the PGP dataset and to the LPA algorithm on the Dolphins dataset, but it performs equally well or better than the comparative algorithms on the other datasets.

Table 4 illustrates the comparison results of NMI values of the algorithms on real datasets, where the bold represents the highest value of NMI. According to Table 4, the NMI of the proposed algorithm on Dolphins is 1, indicating that its community detection results are completely consistent with the real community structure; the NMI value of this paper’s algorithm is equal to that of LSMD algorithm, FSLD algorithm, and LBLD algorithm on the first two datasets. On the Polbooks and Amazon datasets, its NMI value is second only to the LBLD algorithm, and on the Football dataset, its NMI value is second to the LSMD algorithm. Moreover, on the DBLP dataset, its NMI value is higher than all comparison algorithms. Compared with other comparison algorithms, the results are improved by 1.8%, 50.6%, 2.4% and 7.1% respectively. Combined with the experimental data from Table 3, which proves that the number of communities identified by this paper’s algorithm is closer to the actual situation, while the LPA algorithm tends to divide into too many smaller communities.

In order to compare the stability of LPA and the proposed algorithm, each is executed 30 times on the Dolphins dataset. The number of communities C and the modularity generated by the results of each run are shown in Figure 3 and 4.

As can be seen from Figure 3, the algorithm in this paper not only accurately detects two real communities, but also shows high stability and accuracy in multiple runs; while the LPA algorithm shows greater fluctuation, and generates some small communities during the operation. As can be seen from Figure 4, the LPA algorithm produces large uncertainty and variability due to its own randomness. This randomness is reflected in the fact that node label updates tend to rely on the labels of neighbor nodes and when multiple labels with the same frequency appear in the neighborhood, the algorithm randomly selects a label to update. Although LPA is able to detect communities quickly, it does not always accurately identify the community structure in the network. In contrast, the algorithm proposed in this study is able to detect communities consistently and efficiently and the division results on the Dolphins dataset are consistent with the ground truth data.

In conclusion, the algorithm in this paper has high accuracy and greater stability on different real datasets with known and unknown communities, regardless of the size of the network.

4.4. Comparative experiments and analysis on artificial datasets
In order to further verify the performance of the algorithm proposed in this paper on artificial datasets, experiments are conducted using LFR to generate 9 artificial datasets. The NMI values of the algorithm in comparison with the 4 algorithms on 9 artificial datasets containing 10,000 nodes are shown in Figure 5.

![Figure 5. NMI comparison on artificial data set](image)

As can be seen from Figure 5, when the value of $\mu$ is 0.2, the NMI value of this paper’s algorithm is slightly lower than that of the LSMD algorithm; for other values of $\mu$, the NMI values obtained by this paper’s algorithm on the artificial dataset are greater than those obtained by the comparison algorithms. In the best case, this paper’s algorithm obtains NMI values that are 46.88%, 23.75%, 4.2% and 30.26% higher than those obtained by the LPA algorithm, LSMD algorithm, FSLD algorithm and LBLD algorithm, respectively.

4. Conclusion

In this paper, we proposed a community detection algorithm based on balanced label propagation. The algorithm first selects initial nodes and assigns different labels only to the initial nodes to reduce meaningless labels in the subsequent label propagation process. During the label propagation process, corresponding propagation rules are used to propagate labels according to the node importance ranking to reduce the randomness of the algorithm. Finally, the rationality of community detection is enhanced by merging small-scale communities. Experimental results on several real and artificial datasets verify the effectiveness and accuracy of the method. However, when detecting communities in large-scale complex networks, the time required to compute node information or label weights becomes a significant challenge. Big data processing platforms such as Spark and Hadoop have demonstrated significant advantages in handling large-scale data. Therefore, exploring how to effectively utilize these platforms to improve the efficiency of community detection will be a key direction for future research.
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