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Abstract 
WSN localization occupies an important position in the practical application of WSN. To complete WSN localization 
efficiently and accurately, the article constructs the objective function based on the target node location constraints and the 
maximum likelihood function. It avoids premature convergence through the PSO algorithm based on chaos search and 
backward learning. Based on linear fitting, the node-flipping fuzzy detection method is proposed to perform the judgment 
of node flipping fuzzy phenomenon. And the detection method is combined with the localization algorithm, and the final 
WSN localization algorithm is obtained after multi-threshold processing. After analysis, it is found that compared with 
other PSO algorithms, the MTLFPSO algorithm used in the paper has better performance with the highest accuracy of 
83.1%. Different threshold values will affect the favorable and error detection rates of different WSNs. For type 1 WSNs, 
the positive detection rate of the 3-node network is the highest under the same threshold value, followed by the 4-node 
network; when the threshold value is 7.5 (3ε ),the positive detection rate of the 3-node network is 97.8%. Different 
numbers of anchor nodes and communication radius will have specific effects on the number of definable nodes and 
relative localization error, in which the lowest relative localization error of the MTLFPSO algorithm is 3.4% under 
different numbers of anchor nodes; the lowest relative localization error of MTLFPSO algorithm is 2.5% under different 
communication radius. The article adopts the method to achieve accurate and efficient localization of WSNs. 
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1. Introduction

With the continuous improvement of network technology, 
human interaction has changed significantly, in which 
Wireless Sensor Network (WSN) plays a significant role 
[1]-[3]. WSN can collect and process data information, such 
as the environment of the monitored area, in real time and 
deliver the processed information to the relevant users. In 
the process of information delivery, it is often necessary to 
know the location of the node where it is located to analyse 
the relevant information further. Therefore, the location of 
WSN nodes is a relatively important aspect. From the 
research contents of domestic and foreign scholars, it can be 
seen that there are more methods for WSN localization, such 
as genetic algorithm, Particle Swarm Optimization (PSO), 

etc. Compared with the genetic algorithm, the PSO 
algorithm has a more significant advantage, which contains 
fewer parameters, is less challenging to implement, and has 
high localization accuracy [4]. Some scholars choose the 
PSO algorithm for optimal path selection of base stations 
based on multipath adaptive balanced routing to perform 
proportional allocation of system resources. The results 
show that the algorithm is better applied and can find the 
optimal path effectively [5]. According to the advantages of 
the PSO algorithm in the localization algorithm, the article 
uses the algorithm for the WSN node localization to 
effectively improve the localization accuracy. 
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2. Related work

WSNs belong to the distributed networks, which are more 
robust and have a low power consumption level, and have 
greater superiority, making their application in a wide range 
of applications, such as agriculture, industry, etc. In practical 
applications, the acquisition of node locations, is an 
important prerequisite for application implementation. Mann 
et al. faced with the problem of efficient clustering of 
WSNs, optimized the artificial swarm metaheuristic 
algorithm as a way to improve the utilization of the method. 
By improving the swarm sampling method, the method is 
made more efficient. Energy efficient clustering protocol is 
used to improve the energy efficiency of WSN. After 
simulation, it is found that the application of using the 
method is better [6]. Jj et al. provide a detailed analysis of 
the literature on location privacy protection of WSNs, an 
analytical summary of three model situations such as 
network models, a detailed analysis of the literature on 
location privacy protection of source nodes, aggregation 
nodes and three major classes of nodes containing both, and 
a comparison of the relevant performance, based on the 
literature review, pointing out the related issues and 
directions for further research [7]. Lu et al. used the WSN 
node scheduling and target localization evaluation method 
based on rotating nodes to perform multiple moving target 
tracking, and evaluated the related effects by network 
performance evaluation metrics. The results show that the 
use of the method is able to track targets effectively and has 
a balancing effect on node energy consumption [8]. Raja et 
al. proposed two solutions for multi-asset scenarios in order 
to be able to protect the source location privacy in WSNs 
and reduce the impact of random walk related methods. 
After comparing the performance of the related solutions, it 
is known that the use of the solution can better protect the 
location privacy [9]. Varshovi et al. address the problem of 
high volume of multimedia data in Wireless Multimedia 
Sensor Network (WMSN) by using the related processor for 
local image processing as a way to perform certain motion 
detection and send its related information to the base station 
The results show the effectiveness of the detection method. 
The results show that the detection effect using the method 
is better [10]. 
Yu et al. In order to improve the stability of irregular tooth 
end mills, the radial cross section was designed 
parametrically, and the center coordinates of the end mill 
shape were calculated with the corresponding constructed 
mathematical model, and the spiral groove shape was 
optimized with the PSO algorithm. The results show that the 
accuracy of the mathematical model calculation is high and 
the optimization performance of the PSO algorithm is good, 
which improves the damping effect of the end mill.[11]. 
Purushothaman et al. solve the multi-objective problem 
existing in 5G networks by using the multi-objective 
self-organizing PSO algorithm to solve the multi-objective 
function of 5G wireless networks using large-scale 
multiplexed input-output techniques. The results show a 
good application of the method [12]. Diaz-Ramirez et al. 
address the problems of existing single-strain estimation 

methods by using an iterative approach to optimize the 
single-point correspondence search by the PSO algorithm 
and perform operations such as template matching to 
perform single-strain parameter estimation. The comparison 
of the results shows that the estimation accuracy of the PSO 
algorithm is higher compared to other methods, and the use 
of the method can be applied effectively [13]. Bacar et al. 
solved the multi-objective vehicle path existence problem by 
using a multi-objective discrete PSO algorithm. The 
algorithm incorporates a variety of methods and after testing 
and analysis, the algorithm can effectively solve the problem 
of vehicle path existence [14]. Jubair et al. chose the social 
class-multi-objective PSO algorithm to solve, its existence 
of multi-objective optimization and variable length problems 
in a 2D environment, in the face of the problems of WSN 
deployment. The algorithm makes WSN deployment exist 
dynamic by fusing intra-class and inter-class operators. An 
application analysis of the used methods reveals that the 
improved PSO algorithm has a higher problem-solving 
capability [15]. 
In summary, in the field of WSN research, most of the 
research is on node location privacy protection, and there is 
little content on how to perform WSN localization. 
Therefore, the article takes WSN localization as the research 
object for further exploration. During this period, 
considering the good performance of PSO algorithm in 
heuristic search methods, the article uses it as a research 
method for WSN localization research. 

3. Improved PSO algorithm in wireless
sensor network localization

3.1 Two-way chaos search-based localization 
algorithm 

WSNs are more widespread and have more applications. The 
node data information obtained on the basis of the known 
node location has important application value [16-18]. Not 
only that, the node location will have an important impact on 
the implementation of WSN load balancing and other 
aspects. Therefore, it is important to perform WSN node 
location. In WSN, the signal propagation model is shown in 
Equation (1). 

0 10 0( ) 10 * logRSS d P d d Xη= − +     (1)
In Equation (1), the true and measured distances from the 

transmitting source to the receiving source are set to d  and
md  , respectively, 0d  denotes the reference distance, 0P

denotes the energy received at 0d  , the Gaussian noise
caused by the environment is set to X  , and the path 

consumption index isη  . And md  can be expressed as
Equation (2). 
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Substituting Eq. (1) into Eq. (2), plus the fact that
1010

X
η

−

is 

very small and viewing
1010

X
η

−

approximately as a Gaussian 
variable with a mean of 1, gives Eq. (3). 

2~ (1, )md d N δ    (3) 

In Equation (3), N  denotes the number of nodes and δ  
denotes the parameters. The distance measurement error will 
affect the positioning accuracy, and the node distance 
measurement value obeys Gaussian distribution, and the 
re-derivation of the positioning objective function is carried 
out. It sets the measured distance between nodes i  and j  as

mijd
, mijd

probability distribution function can be 
obtained in Equation (4). 

2
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− + −

 (4) 

Equation (4),
( )mijp d

indicates the probability distribution 

function, i  , j  the true coordinate positions of ,i ix y  ,
,j jx y

 , e  indicates the base of the natural logarithm. 

Assuming the existence of N  anchor nodes in the 
communication range of WSN target nodes, the maximum 
likelihood function of the relevant parameters can be known, 
after taking the logarithm of the function on both sides, so as 
to obtain the function in Equation (5). 

2
2 2

2 2

22 2, , 1

( ) ( )

( ) ( )1( , , ) min ( ln )
22 ( ) ( )

i i m

N
i i

x y i i i

x x y y d

x x y y
f x y

x x y yσ
σ

σπ σ=

 − + − −
 
 − + − = − +

− + −
∑

  (5) 

In Equation (5), ( , , )f x y σ  denotes the function. To carry
out the node location constraints set, in WSN, it sets the 
node communication radius to R  , if any target node Q can 
be directly received by the packet sent by the anchor node I, 
I can be referred to as Q’s SingleBeancon, denoted by 
SBeancon; Conversely, if it cannot be directly received, it 
needs to rely on its single pick node in order to receive, I 
will be referred to as Q’s DoubleBeancon set, denoted by 
DBeancon. Figure 1 shows the distribution of target nodes A 
and B with anchor nodes M and N. 

N

M

B
A

R

Fig 1. Node distribution diagram 

In Figure 1, A is in the communication range of M, which 
means that M is the SBeancon of A; and A needs to receive 
information from N through B, which means that N is the 
DBeancon of A. The mathematical expression of A's 
position can be obtained in Equation (6). 

( , ) ,
( , ) ,

dist A B R B SBeacon
dist A B R B DBeacon

≤ ∀ ∈
 > ∀ ∈    (6) 

In Equation (6), ( , )dist A B  is the Euclidean distance
between A and B. For the target node A, its localization 
model is defined as Equation (5). On the basis of Equation 
(6), the constraints of the target node are obtained in 
Equation (7). 

2 2

2 2

( ) ( ) , ( , )

( ) ( ) , ( , )

i i i i

i i i i

x x y y R B x y SBeacon

x x y y R B x y DBeacon

 − + − ≤ ∈


− + − > ∈    (7) 

On the basis of Eq. (7) and Eq. (5), the new objective 
function can be obtained by using the penalty function 
method as shown in Eq. (8). 
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i i i i

i i i i

M x x y y R B x y SBeacon
h x y f x y

M R x x y y B x y DBeacon
σ σ
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− − + − ∈   (8) 

In Equation (8), ( , , )h x y σ  denotes the new objective
function and M  denotes the penalty factor. For WSN 
network localization, the article uses the PSO algorithm, 
which is faster in search, easy to implement, and has fewer 
parameters; Its algorithm flow chart is shown in Figure 2. 

Parameter 
initialization

Calculation of 
fitness value

Update local 
optimal value

Whether the 
termination 

conditions are met

Update 
particle 
speed

Update 
particle 
position

No

Update global 
optimal value

Yes

EndStart

Fig 2. PSO algorithm process 

In Fig. 2, there are five main steps, firstly, initialize the 
particle velocity and position in the population and 
determine the relevant parameters; calculate the fitness 
value; update the particle local extremes and the population 
global extremes; update the particle velocity and position, 
perform the check of the termination condition, if the 
number of population iterations is less than the threshold, 
revert to the step of calculating the fitness value and vice 
versa to terminate the iteration. output the optimal solution. 
Since the PSO algorithm is prone to fall into local optimum 
and early convergence problem, in order to be able to solve 
this problem, the article improves the PSO algorithm by 
introducing two strategies of elite learning and chaos search, 
so as to obtain a two-way chaos search-based localization 
algorithm, and its related process is shown in Figure 3. 

Randomly initialize 
the velocity and 

position of 
population particles

Enter the positive learning 
stage and calculate the 

fitness value

Start Determine 
parameters and 

save    ,       ,        
         ,       

  
space, and obtain 

Calculate the fitness 
value, find        , and 

assign its value to 

peed and 
he first 15 
 in the 
nd update 
 position of 
g particles

After 10 times of 
reverse learning, 

stop learning at this 
stage, and then start 

positive learning

Stop running when 
the number of 

iterations reaches the 
maximum or the 
population can 
remain stable

Fig 3. Improve PSO algorithm process 

In Fig. 3, firstly, random initialization of population particle 
velocities and their positions are performed, and relevant 
parameters such as M  , the number of populations n  , and 
inertia weight coefficientsω are determined. The population 

worst solution 'p  and optimal solution gbest  , and

individual history worst solution 'pp  and optimal solution

pbest  are saved. Equation (8) is set into the population
fitness function for forward learning. This stage can be 
divided into three parts, firstly, the value of particle fitness 

function is calculated if , then ( ) ( )f x f pbest< pbest X=

; if , then ( ) ( ')f x f pp> 'pp X=  ; if ( ) ( )f pbest f gbest>

, then gbest pbest=  ; if ( ') ( ')f pp f p>  , then ' 'p pp=  .
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Set the optimal position as 1( , , )Ngbest g g=   and ig  as

the element in gbest  . It performs a chaotic search on it.

The mapping of ig  to the domain of the definition of the

chaos model[0,1]  is done by equation (9).

i i
i

i i

g az
b a
−

=
− (9)

In Equation (9), iz  denotes the time parameter, and ia  and
ib  denote the set elements. By iterating the chaotic model, a

sequence of chaotic variables is generated at
( ) , (1,2, , 1, )m
iz m h h= −  . Equation (10) reduces

( )m
iz  to

the original solution space and obtains.
( )

1 2( , , , )m m m m
Ng g g g= 

*m m
i i i i ig a b a z= + −    (10) 

In equation (10), i i ia g b< <  . In the original search space,

the fitness of each
( )mg  is calculated; Based on the

calculated fitness, a more optimal solution
*g  is found and

the value of this more optimal solution is assigned to gbest
. The particle velocity and position are updated by Eqs. (11) 

and (12), during which gbest  and pbest  are treated as
individual historical optimal solutions and population 
optimal solutions. 

1
1 1 2 2* * * ( ) * * ( )k k k k k k

id id id id d idv v c r pbest x c r gbest xω+ = + − + −    (11) 

1 1k k k
id id idx x v+ += +  (12) 

Equation (11), 1c  , 2c  are learning factors, acceleration

factors; 1c  , 2c  are normal numbers, 1 2 2c c= =  , 1r  , 2r
are random numbers, they are uniformly distributed between 
0-1, throughω  can be the effect of particle flight speed on
the population state, v  indicates the particle speed; x

indicates the particle position, k  , d  indicates the serial 

number. After 10 consecutive times, if the value of gbest
remains unchanged, the corresponding population enters the 
reverse learning phase, and vice versa, it re-enters the 
forward learning phase. After entering the reverse learning 
phase, the phase can be divided into three parts. Firstly, the 

worst position is set as 1' ( , , )Np p p=   , and a chaos

search is performed on 'p  , which is mapped to the

definition domain of the chaos model [0,1]  through

Equation (9) for ip  . By iterating through the chaos model, a

sequence of chaotic variables is generated
( ) , (1,2, )m
iz m = 

. By reducing
( )m
iz  to the original solution space through Eq.

(10), 
( )

1 2( , , , )m m m m
Np p p p=   can be obtained. In the 

original search space, the fitness of each
( )mp  is calculated;

Based on the calculated fitness, the worse solution
*p  is

found, and the value of this better solution is assigned to 'p .
In the first 15 particles of the population, the velocity and 
position of these particles are updated by Eqs. (11) and (12). 
In the update process of these particles, the individual 
historical worst solution and the population worst solution 

are 'pp  and 'p , respectively. The velocities and positions of

the remaining particles in the population are updated, during 
which the individual historical optimal solution and the 

population optimal solution are pbest  and gbest ,
respectively. After 10 iterations of backward learning, this 
phase of learning is stopped, and then forward learning is 
started. The operation is stopped when the number of 
iterations reaches the maximum, or when the population can 
remain stable. During the operation of the algorithm, after 
each target node is localized, it becomes a pseudo-anchor 
node and participates in the subsequent iterations of the 
computation to help other target nodes to localize. 

3.2 PSO localization algorithm based on 
multi-threshold linear fitting 

In the process of WSN localization, ranging error occurs, 
which is not only due to the general PSO algorithm prone to 
local fitting, but also due to the node position flip-flop 
blurring phenomenon. Therefore, in addition to improving of 
PSO algorithm, the article also needs to solve the problem of 
node location flip-flop ambiguity. In WSN, there exist 
several common node localization flip-flop ambiguity 
detection methods, such as the linear presence detection 
method. Influenced by the linear fitting in machine learning, 
the article proposes the node  flip-flop ambiguity detection 
method based on this, which is categorized as the linear 
presence detection method. Linear fitting can be referred to 
as linear regression, in which a predictive model of the 
relationship between the independent and dependent 
variables is established by least squares in the analysis 
process. For a given new independent variable, this 
prediction model allows the solution of its corresponding 
observations, as a solution to the situation where the original 
observation data set does not have corresponding 
observations. Specifically, the process of fuzzy detection of 
node flipping based on linear fitting is shown in Figure 4. 
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Establishing 
linear fitting 

linear equation

Solve the parameters 
and determine the 

threshold

Calculate the distance 
from the reference node 

to the fitting line

dmax>Threshold

Start

The node position 
does not have fold 

ambiguity

End

No

Folding blurring 
of node position

Yes

Fig 4. Fuzzy detection of node folding 

In Figure 4, the position coordinates of the nodes are ( , )x y  ,
and the corresponding linear fitting equations are assumed to 
be shown in Equation (13). 

* * * 0a x b y c z+ + =    (13) 
In Equation (13), a  , b  , c  are the parameters. The 
parameters a  , b  , c  are solved, and the threshold valueδ  
is determined. It calculates the distance between the 
reference point and the fitted line, set the maximum distance 
to maxd  , and compare maxd  withδ  . If the maximum 
distance is less than the threshold value, it means that the 
target node is not flipped and blurred, otherwise, it means 
that the target node is flipped and blurred. The functions 
corresponding to a  , b  and c  are set, and the 
corresponding mathematical expressions are shown in 
Equation (14). 

2 2, , 1

* *
( , , ) min

n
i i

a b c i

a x b y c
f a b c

a b=

+ +
=

+
∑

   (14) 

In Equation (14), the position coordinates of the reference 

node are ( , )i ix y  . According to Eq. (14), the first-order
derivatives of the parameters a  , b  , and c  are carried out, 

and the formula is simplified, and the relevant calculation 
formula is finally obtained as shown in Eq. (15). 

2 2

2

2

* * 0
* ( ) * * * 0

( ) * ( )

( )

( )

xy xx yy xy

xy i i

xx i

yy i

a x b y c
S a S S a b S b

S x x y y

S x x

S y y

 + + =


− − − =


= − −


= −
 = −

∑

   (15) 
By using Eq. (15), the parameters a  , b  , and c  can then be 
solved to obtain the values of the corresponding parameters. 
In node-position flipping fuzzy detection, the selection of 
the threshold value affects the positive detection rate of the 
detection method, which in turn affects the WSN 
localization accuracy. When the value ofδ  is set larger, the 
number of WSN locatable nodes decreases, thus making the 
WSN localization accuracy higher; Conversely, it makes 
more locatable points and the obtained localization accuracy 
decreases. Therefore, setting the threshold value reasonably 
can help to improve the localization accuracy of WSN. In 
this regard, the article carries out multi-threshold setting, and 
sets the thresholdδ  value to a larger value at the beginning 
of the node-flipping fuzzy detection method, which makes 
the number of locatable nodes of WSN appropriately less, 
thus improving the localization accuracy of WSN. 
Subsequently, in the iterative process, the threshold value of 
the previous iteration is decremented according to a fixed 
gradient δ∆  at each iteration to obtain a sexual threshold 
value. Using the obtained new threshold, fuzzy flip detection 
and related localization operations are performed in the 
current iteration. When the localization is completed, the 
corresponding definable node is transformed into an anchor 
node and the rest of the nodes are left untouched. And with 
the decreasing threshold value, it makes the previously 
unlocatable nodes satisfy the fuzzy folding detection 
condition, which leads to an increase in the number of 
locatable nodes. The algorithm stops running when the 
termination condition is satisfied or the number of 
unlocatable nodes becomes 0. By combining the methods 
studied in the article, a PSO localization algorithm based on 
multi-threshold linear fitting is formed, and its flowchart is 
shown in Figure 5. 
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such as 
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Improved PSO 
algorithm for 

location

NoYes

No

Fig 5. PSO location algorithm flow based on multi threshold linear fitting 

In Fig. 5, after the initialization operation, the judgment of 
the number of unlocated nodes or the termination condition 
is performed. The algorithm is terminated when the number 
of unlocated nodes is 0 or the termination condition is 
satisfied, and the parameters such as threshold, fixed 
threshold and penalty factor are set on the contrary. When
i M<  , the threshold value is used to judge whether the 
node i  is flipped and blurred; Otherwise, the judgment of 
the number of unlocated nodes or the termination condition 
is performed again. When a flip-flop blur occurs, 1i i= +  , 
the threshold value of the previous iteration is subtracted 
from the fixed threshold value to obtain the new threshold 
value; conversely, the node is localized by the improved 
PSO-based localization algorithm, and after the completion 
of localization, the node is set as a pseudo-anchor node,

1N N= +  , 1i i= +  , the threshold value of the previous 

iteration is subtracted from the fixed threshold value to 
obtain the new threshold value. 

4. Analysis of multi-threshold linear fitting
and PSO algorithm in WSN localization

In the article, the PSO localization algorithm based on 
multi-threshold linear fitting is set as MTLFPSO algorithm, 
and the PSO localization algorithm based on bidirectional 
chaos search is set as BCSPSO algorithm, and the general 
PSO algorithm and the BCSPSO algorithm are used as 
comparison algorithms to analyze the adaptation value, 
accuracy and recall of different algorithms under different 
iterations, as shown in Figure 6. 
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Fig 6. Performance comparison of different algorithms 

In Fig. 6a, as the number of iterations increases, the 
adaptivity values of the three PSO algorithms decrease, 
while the curve where the MTLFPSO algorithm is located 
lies below the other algorithms and converges faster than the 
other algorithms. In Figure 6b, when the number of 
iterations is 250, the MTLFPSO algorithm has the highest 
accuracy of 83.1%, which is 5.7% higher than the BCSPSO 
algorithm, which has 77.4% accuracy, while the PSO 
algorithm has the lowest accuracy. In Figure 6c, the trend of 
the recall rate of the three algorithms is similar to the trend 
of the corresponding graph in Figure 6b, and overall, the 
MTLFPSO algorithm has the highest recall rate. This shows 
that the MTLFPSO algorithm has the best performance. The 
WSN type is divided into two types by using whether the 
node localization occurs flip-flop blur as the division 
criterion, setting the one that occurs flip-flop blur as type 1 
and the one that does not occur flip-flop blur as type 2. The 
number of localization anchor nodes is used as the division 
criterion to divide the WSN type into three types, which are 
3-node network, 4-node network, and 5-node network.
Select 300 each of type 1 and type 2 networks, and the
number of each type of network with all three node networks
is 100. The variance is set toε  , and the network ranging
error is set to the standard Gaussian distribution of 2.5ε =  . 
The detection rates under different thresholds in different 
WSNs are investigated, and the results

are shown in Fig. 7. 
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(c) Positive checking rate of different 
node networks in WSN type 2

Threshold
5 10 15

10.0

30.0

70.0

80.0

90.0

50.0

0.0

20.0

40.0

60.0

100.0

Po
si

tiv
e 

ch
ec

ki
ng

 ra
te

/%

(d) Error detection rate of different 
node networks in WSN Type 2
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(a) Positive checking rate of different 
node networks in WSN type 1
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(b) Error detection rate of different 
node networks in WSN Type 1
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Fig 7. Detection rate under different thresholds in different WSNs 

Figure 7a shows the positive detection rate of different node 
networks in type 1 WSN, Figure 7b shows the false 
detection rate of different node networks in type 1 WSN, 
Figure 7c shows the positive detection rate of different node 
networks in type 2 WSN, and Figure 6d shows the false 
detection rate of different node networks in type 2 WSN. In 
Fig. 7a, the positive detection rate of different node networks 
keeps increasing as the threshold value increases; the highest 
positive detection rate at the same threshold value is for the 
3-node network, followed by the 4-node network. When the
threshold value is 5, the positive detection rate of the 3-node
network is 83.2%, which is 51.4% higher than that of the
5-node network, which is 31.8%; When the threshold value
is 7.5 (3 ε  ), the positive detection rate of the 3-node
network is 97.8%, which is significantly higher than 95.0%,

While the positive detection rate of the 4-node network is 
84.7%, and the former is 13.1% higher than the latter. In 
Figure 7b, the error detection rate of the three node networks 
decreases continuously as the threshold value increases; 
Under the same threshold value, the error detection rate of 
the 3-node network is relatively low compared with the other 
two node networks. When the threshold value is 10, the error 
detection rate of the 3-node network is 0.0%, and the error 
detection rates of the 4-node network and the 5-node 
network are 2.1% and 6.4%, respectively. In Fig. 7c, the 
trend of the positive detection rate for different node 
networks is opposite to that in Fig. 6a, and the threshold 
value increases while the corresponding positive detection 
rate decreases continuously. When the threshold value is 2.5 
(ε  ), the positive detection rates of all three node networks 
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are in the highest state, and the positive detection rates of the 
4-node network and the 5-node network are 97.9% and
98.3%, respectively. In Fig. 7d, the trend of the false
positive rate is opposite to that in Fig. 7b. When the
threshold value is 10, the error detection rate of the 3-node
network reaches 100.0%, which is higher than the other two
node networks. Setting the node distribution area as
100*100, the number of target nodes and anchor nodes as 70
and 30, respectively, the communication radius as 30, and
the number of populations as 40, the node flipping fuzzy
detection method based on orthogonal projection is set as the
OPA algorithm, which is used as a comparison algorithm to
study the number of locatable nodes and the relative
localization error of different algorithms under different
anchor node numbers as shown in Figure 8.

(a) Locatable points under different anchor nodes
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(b) Relative positioning error under different anchor nodes

Fig 8. Number of locatable nodes and relative 
positioning error of different algorithms under different 

anchor nodes 

In Figure 8a, as the number of anchor nodes increases, the 
number of locatable nodes of the three PSO algorithms first 
increases slowly and then increases more rapidly, and finally 
tends to be stable, and the three-fold lines overlap well; 
while the OPA algorithm first increases and then tends to be 
stable and lies below the fold lines of the three PSO 

algorithms. When the number of anchor nodes is 25, the 
number of locatable nodes of the MTLFPSO algorithm is 68, 
which is the same as the other two PSO algorithms and 23 
more than the OPA algorithm. The maximum number of 
locatable nodes of the MTLFPSO algorithm is 70, which is 
obviously more than than than that of the OPA algorithm. In 
Figure 8b, the relative positioning error of the four 
algorithms gradually decreases as the number of anchor 
nodes increases; with the same number of anchor nodes, the 
relative positioning error of the PSO algorithm is the largest, 
followed by the OPA algorithm, and the MTLFPSO 
algorithm has the lowest relative positioning error. When the 
number of anchor nodes is 40, the relative positioning error 
of the MTLFPSO algorithm is the lowest at 3.4%. The 
number of locatable nodes and relative positioning errors of 
these four algorithms under different measurement errors are 
analyzed in Figure 9. 

(a) Number of Locatable Nodes with Different
Measurement Errors
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Fig 9. Number of locatable nodes and relative 
positioning error of different algorithms under different 

measurement errors 

In Fig. 9a, as the measurement error increases, the number of 
locatable nodes of the three PSO algorithms remains the 
same, and the number of locatable nodes of the OPA 
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algorithm increases first and then remains the same. When 
the measurement error is 2.0%, the maximum number of 
locatable nodes of the OPA algorithm is 65, which is 5 less 
than that of the MTLFPSO algorithm. In Figure 9b, the 
relative localization error of the four algorithms gradually 
increases with the increase of the measurement error; the 
MTLFPSO algorithm has the lowest relative localization 
error under the number of measurement errors. When the 
measurement error is 5.0%, the relative localization error of 
the MTLFPSO algorithm is the highest at 4.1%. The number 
of locatable nodes and relative positioning errors of these 
four algorithms under different communication radii are 
studied in Figure 10. 
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(a) Number of locatable nodes under different
communication radii
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Fig 10. Number of locatable nodes and relative 
positioning error of different algorithms under different 

communication radii 

In Fig. 10a, the number of locatable nodes of the four 
algorithms increases with the increase of the communication 
radius, and the number of locatable nodes of the algorithms 
is basically the same for the same communication radius. 
When the communication radius is 40, the maximum 
number of locatable nodes of the four algorithms is 63. In 

Fig. 10b, as the increase of communication radius, the 
relative positioning error of the MTLFPSO algorithm and 
the OPA algorithm gradually decreases, while the relative 
positioning error of the BCSO algorithm and the PSO 
algorithm first decreases, then slightly increases, and then 
decreases again. When the communication radius is 40, the 
relative positioning error of the MTLFPSO algorithm is the 
lowest at 2.5%. 

5. Conclusion

To be able to realize WSN localization, the article carries out 
the construction of network node localization models, selects 
the PSO algorithm as the localization algorithm, and carries 
out the algorithm optimization through chaotic search and 
backward learning to prevent the algorithm from falling into 
the optimal local situation. This optimization algorithm 
solves the problem of node flipping and blurring by 
multi-threshold linear fitting, thus forming a PSO 
localization algorithm based on multi-threshold linear 
fitting. The results show that compared with other PSO 
algorithms, the MTLFPSO algorithm used in the paper has 
better performance with the highest accuracy rate of 83.1%, 
which is 5.7% higher than the BCSPSO algorithm. Among 
different WSN detection rates, for type 1 WSN, the positive 
detection rate of the 3-node network is the highest under the 
same threshold value, followed by the 4-node network; 
When the threshold value is 7.5 (3ε ), the positive detection 
rate of the 3-node network is 97.8%. For type 2 WSNs, the 
3-node network has the relatively lowest error detection rate
for the same threshold value. The maximum number of
locatable nodes for the MTLFPSO algorithm is 70. Among
the measurement errors, the MTLFPSO algorithm has the
lowest relative localization error for the duplicate anchor
nodes. When the measurement error is 5.0%, the highest
relative positioning error of the MTLFPSO algorithm is
4.1%. Among different communication radii, when the
communication radius is 40, the relative positioning error of
the MTLFPSO algorithm is the lowest at 2.5%. This shows
that the method used in the article has the highest
localization accuracy, the lowest error, and high detection
efficiency. In the future, the article can also explore the
occurrence of flipping fuzzy node processing and test the
accurate network algorithm to further improve the
adaptability of the algorithm.
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