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Abstract 
INTRODUCTION: The development of integrated energy systems (IES) is of paramount significance in addressing 
climate change and other challenges. Ensuring the rapid and accurate calculation of energy flow states is crucial for their 
efficient operation. However, the difference in response time of various heterogeneous energy flows in IES will lead to the 
inaccuracy of the steady-state model. 
OBJECTIVES: This paper proposes a model for multi-stage multi-energy flow IES of electricity, gas, and heat based on 
heterogeneous energy flow characteristics. 
Methods: IES was divided into fast variable networks and slow variable networks, and a multi-energy flow multi-stage 
model was established.  Suitable models were matched for different subnets at different stages to improve the calculation 
accuracy. 
RESULTS: Selected a practical Electrical-Gas-Heat IES as a case study for simulation. Through case studies, the 
effectiveness and accuracy of the proposed method are demonstrated. 
CONCLUSION: The multi-stage model proposed in this paper can improve the accuracy of multi-energy flow in IES. 
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1. Introduction *

In recent years, there has been an increasing global concern 
regarding issues such as climate change, environmental 
pollution, and energy crisis [1-4]. To address these 
challenges, engineers, researchers, and scientists have been 
continuously exploring solutions [5]. Research has revealed 
that a substantial portion of electricity is dedicated to 
heating applications in energy utilization. For instance, in 
India, more than 70% of the electricity demand is attributed 
to heating purposes [6]. Nevertheless, the adoption of 
combined heat and power (CHP) technology enables the 
achievement of over 90% high fuel efficiency [7], while 
effectively reducing the emissions of environmental 
pollutants [8] and greenhouse gases [9]. Furthermore, the 
utilization of gas turbines and the development of power-to-
gas (P2G) technology provide assurance for stabilizing 
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intermittent renewable energy generation [10]. IES based on 
the complementary characteristics of various energy sources 
such as electricity, heat, and gas, as well as the principle of 
cascaded energy utilization, offer a crucial approach for the 
unified planning and coordinated optimization of multi-
energy systems, thereby enhancing energy efficiency [11]. 
In the current context, the development of IES has become a 
key pathway to meet the energy demands [12]. 

However, IES involve multiple energy flows, each with 
different transmission speeds [13]. This temporal disparity 
poses a challenge for traditional steady-state models to meet 
the real-time scheduling requirements of electricity-gas-heat 
coupled IES. Therefore, it is of great significance to study 
dynamic power flow algorithms based on heterogeneous 
energy flow characteristics [14]. 

Currently, research on the IES model is continuously 
advancing. References [15-17] address the dynamic 
characteristics of heat networks, such as delay and heat 
storage, and propose a pipe network heat storage model by 
combining it with a dynamic model of the heat network. 
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Additionally, references [18-20] investigate dynamic 
computation methods for gas networks. Although the 
aforementioned studies have made progress in terms of 
model accuracy, they only focus on the coupling between 
individual sub-networks and the electricity power network, 
lacking a comprehensive consideration of the electricity-gas-
heat IES as a whole. Reference [21] divides the interaction 
process of IES into four quasi-steady-state stages and 
discusses the bidirectional coupling of IES. However, for 
the heat network, only steady-state models are used for 
analysis. Although the time-varying nature of the heat 
network is considered, the state of IES when the heat 
network has not reached a steady state cannot be analyzed. 
Reference [22] investigates the coupling relationships and 
interactions among different sub-networks in the electricity-
gas-heat IES, as well as the differences in dynamic 
characteristics between different networks. However, the 
study overlooks the influence of heat network storage and 
time delay characteristics and does not consider the impact 
of stored hot water in the heat network on the power of the 
CHP unit during heat network quality regulation. 

Given this, the aim of this paper is to analyze the energy 
flow characteristics and interaction mechanisms of various 
sub-networks in IES and propose a multi-stage model for 
multi-energy flow calculation. Firstly, considering the 
energy flow characteristics of each sub-network and the 
actual minimum scheduling interval, the sub-networks are 
divided into fast-varying networks and slow-varying 
networks. Then, considering the interaction mechanisms and 
the state of the slow-varying system in IES, IES is divided 
into three stages. Finally, the applicable models for each 
stage of the sub-networks and the conditions for stage 
transitions are analyzed. The effectiveness of the proposed 
model is verified through comparative analysis of the 
accuracy of the calculated results. The main contributions of 
this paper are as follows: 
(i) To achieve accurate computation results in IES, IES is

divided into three stages, and the sub-networks are
divided into slow-varying networks and fast-varying
networks. The current stage of IES is determined based
on the state of the slow-varying network and the output
of coupling elements.

(ii) The proposed model are validated in the electricity-gas-
heat IES system.

2. Multi-stage model of Electricity-Gas-
Heat IES

2.1 Architecture of electricity-gas-heat IES 
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Figure 1. Structure of IES 

IES generally comprise five main components: sources, 
networks, loads, storage, and coupling elements, as depicted 
in Figure 1. It is worth noting that the electrical grid source 
and gas grid source are considered infinite sources, whereas 
the heat grid source is treated as a coupling element and 
does not possess infinite characteristics. Extensive research 
has been conducted worldwide on the modeling of these 
networks and elements [15-20,23], which will not be further 
elaborated in this paper. 

2.2 IES multi-stage multi-energy flow model 

Analysis of IES interaction mechanism 
The interaction mechanism of IES can be classified into 
one-way coupling and two-way coupling [21]. In one-way 
coupling, the perturbation from Network A is transmitted to 
Network B through the coupling element without any 
feedback affecting Network A, as shown in Figure 2(a). In 
two-way coupling, the perturbation from Network A is 
transmitted to Network B through the coupling element, and 
the response from Network B can directly or indirectly 
feedback and influence Network A, as shown in Figure 2(b) 
and Figure 2(c). 
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Figure 2. IES interaction mechanism diagram 

Regardless of whether it is one-way coupling or two-way 
coupling, the response of the networks is achieved through 
changes in the output of the coupling elements. If 

1t t
CC CCP P +≠ , CCP is the output of the coupling elements, the 

system is classified as being in the dynamic stage. 
Conversely, 1t t

CC CCP P += , it is categorized as being in the 
steady-state/quasi-steady-state stage. 

IES Multi-time scale characteristics 
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Figure 3. The schematic diagram of fast-varying 
networks and slow-varying networks 

In the electricity-gas-heat coupled network, there are 
significant differences in the dynamic response time of each 

sub-network. The dynamic response time of the electricity 
and water networks is typically in the range of seconds to 
minutes, while the dynamic response time of the gas and 
heat networks is usually in the range of minutes to hours 
[22]. To meet the requirements of practical scheduling, we 
divide the sub-networks into fast-varying networks and 
slow-varying networks based on the actual minimum 
scheduling interval, which exhibit differences between the 
two networks, as shown in Figure 3. For sub-networks that 
can reach a new steady state within the minimum scheduling 
interval, we use the steady-state model for computation. For 
sub-networks that cannot reach a new steady state within the 
minimum scheduling interval, we employ a computation 
method that combines the steady-state model and the 
dynamic model. 

State judgment of slow-varying network 
The minimum interval between system schedules usually 
ranges from a few minutes to a few hours. Therefore, the 
slow-varying network discussed in this paper only includes 
gas network and heat network. 

Figure 4 illustrates the changes occurring in the slow-
varying network pipelines following scheduling.  
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Figure 4. Schematic diagram of IES slow-varying 
network pipeline change 

Figure 4(a) illustrates the schematic diagram depicting 
the changes in the state of the gas network pipelines before 
and after scheduling. In the diagram, 0

ip  and 0
jp  represent 

the gas pressure at the two ends of the pipeline before 
scheduling, while 1

ip  and 1
jp  represent the gas pressure at 

the two ends of the pipeline during the scheduling process. 
Additionally, n

ip  and j
np  represent the gas pressure at the 

two ends of the pipeline after achieving stability. If 
1, n
i ii p p∀ ∃ = , it can be determined that the gas network has 

reached a steady state. 
Figure 4(b) illustrates the changes occurring in the heat 

network pipelines following scheduling. The subscript in the 
bottom right corner denotes the position number of the hot 
water within the pipeline, while the subscript in the top right 
corner represents the current scheduling iteration. 
When 0 1

1 1T T≠ and 0 2
m mT T= , if the pipeline is sufficiently 

long to ensure 0 1 2
m m mT T T= = , even though the temperatures 

at each node conform to the steady-state model, the heat 
network is not in a steady state. Hence, it is only by aligning 
the temperature of each microelement within the pipeline 
with the steady-state model, denoted as [ ]1, , n

x xx m T T∀ ∈ = , 

where n
xT  represents the temperature of the hot water at 

position x in the steady state, that a determination can be 
made regarding whether the heat network is in a steady state. 

IES State Phases 
In an IES, there are notable variations in the energy flow 
characteristics among different subsystems, and their 
response speeds differ as well. Each subsystem requires a 
different amount of time to reach a steady state after 
disturbances or faults. Relying solely on steady-state 
analysis while disregarding the dynamic processes can have 

adverse effects on the accuracy and economic efficiency of 
scheduling. However, conducting precise dynamic analysis 
of an IES requires a considerable amount of time for system 
simulation, making it challenging to meet the demand for 
fast system calculations. To address the need for both 
accuracy and speed in IES simulation, this study proposes 
dividing the IES into distinct states and determining whether 
to employ steady-state models for calculation based on the 
variations in output from coupled components and the 
feasibility of approximating slow-varying networks using 
steady-state models. As depicted in Figure 5, this study 
categorizes the IES into the dynamic stage, quasi-steady 
stage, and steady-state stage. 
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Figure 5. Schematic diagram of phase division 

3. Case Study 

3.1 Introduction of calculation examples 

We selected a practical Electrical-Gas-Heat IES as a case 
study for simulation. As depicted in Figure 6, this system 
couples three subsystems: the electrical network, the heat 
network, and the natural gas network, through the utilization 
of two CHP. In the figure 6, GB, HB and EB represent 
natural gas, heat and electricity network nodes. 
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Figure 6. IES node topology 

The natural gas network incorporates a compressor with a 
known outlet pressure. For detailed parameters of the IES, 
please refer to the reference [23]. 

During the simulation, we linked node EB13 to the main 
power grid as the reference node, while nodes EB11 and 
EB12 were assigned as PV nodes. The CHP operated in a 
heat-led mode, with node HB13 serving as the reference 
node for the heat network, and GB1 as the reference node 
for the natural gas network.  

We conducted scheduling simulation calculations using 
both the steady-state model method and the multi-stage 
model method, with simulation spanning a total duration of 
48 hours. The results were compared between the two 
methods. The scheduling interval was set to 1 hour, and the 
variation of the heat load in the network is illustrated in 
Figure 7. The heat network is regulated by adjusting the 
water supply temperature of the heat source. 
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Figure 7. Variation of Network Heat Load 

 

3.2 Model Comparison 

In the graph, we normalized the data for each node, using 
the value of the steady-state model at that node when the 
heat load is 1 as the reference value. 
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Figure 8. CHP output per unit value change 

Based on the results shown in Figure 8, it can be observed 
that the normalized variation of CHP power in the steady-
state model aligns with the heat load curve. However, in the 
multi-stage model, the normalized variation of CHP power 
exceeds that of the heat load curve. In other words, when 
subjected to the same load fluctuation, the change in CHP 
unit power calculated using the multi-stage model is greater 
than the results obtained from the steady-state model. This 
disparity arises because the steady-state model fails to 
consider the influence of the current moment's return water 
temperature due to the heat network pipeline inventory. Due 
to the lower initial pipe water temperature on the first day 
compared to the second day, the power output of the CHP 
exceeded that of hours 25 to 29 during the period of 0 to 4 
hours. This difference in CHP power is regarded as the 
energy storage characteristic of the heat network during 
scheduling. When the heat source temperature increases, the 
temperature of the stored hot water in the heat network 
pipeline rises, indicating heat storage, and the heat output of 
the heat source surpasses the heat consumption of the heat 
load. Conversely, when the heat source temperature 
decreases, the temperature of the stored hot water in the heat 
network pipeline decreases, indicating heat release, and the 
heat output of the heat source falls below the heat 
consumption of the heat load. 
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Node State Changes 
Due to space constraints, we conducted an analysis on a 
selection of representative nodes. 

This phenomenon is attributed to the lag in heat transfer 
and the diffusion of heat in the heat network. Figure 9 
illustrates that when there is a variation in the temperature of 
the hot water supply from the heat source, the temperatures 
of nodes HB1, HB2, and HB3 remain constant for a certain 
period before eventually undergoing changes. This behavior 
exemplifies the lag in heat transfer within the heat network. 
HB1 is the node closest to the heat source node HB13.Due 
to its proximity to the heat source node HB13 and the 
shorter length of pipeline 1 connecting these two nodes, 
HB1 can evacuate all the retained hot water in the pipeline 
from the previous scheduling within a 1-hour scheduling 
interval. Hence, the temperature curves obtained from both 
the quasi-steady-state model and the steady-state model for 
HB1 are identical. This implies that when the delay time of 
the pipeline is smaller than the scheduling interval, the 
diffusion of heat can be neglected. 
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Figure 9. Normalized Variation of Supply Water 
Temperature in the Heat Network 

In contrast, HB2 is located further away from the heat 
source node HB13 compared to HB1. The hot water from 
HB13 needs to pass through pipeline 1 and pipeline 2 before 
reaching HB2. Within a 1-hour scheduling interval, it is not 
feasible to completely evacuate all the previously retained 
hot water in the pipeline from the previous scheduling. 
Consequently, the theoretical peak value of the steady-state 
calculation cannot be achieved, which is a result of the heat 
diffusion effect. Hence, there exist differences in the 
temperature curves obtained from the quasi-steady-state 
model and the steady-state model for HB2. 

The significant decrease in the peak value of HB3 can be 
attributed to the aforementioned reasons, as well as the fact 
that it serves as a flow convergence node. The temperature 

at this node is determined by the outlet water temperatures 
of two pipelines. Moreover, the hot water takes different 
amounts of time to reach the node through these two distinct 
pipelines. Consequently, when the water temperature at the 
4-3 pipeline reaches its peak, the temperature at the 2-3 
pipeline has not yet reached its peak. Similarly, when the 
temperature at 2-3 reaches its peak, the temperature at 4-3 
has not yet reached its peak. Therefore, there exist 
differences in the temperature curves obtained from steady-
state model, the quasi-steady-state model for HB1, and the 
quasi-steady-state model for HB2, as well as the quasi-
steady-state model for HB3. 
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Figure 10. Normalized Variation of Return Water 
Temperature in the Heat Network 

Based on the results shown in Figure 10, it can be 
observed that in the steady-state model, the return water 
temperature remains relatively constant. However, in the 
multi-stage model, the return water temperature exhibits 
larger fluctuations compared to the steady-state model. This 
phenomenon can be attributed to the lag in heat transfer. 
When there is a change in the heat load, the supply water 
temperature at the heat load nodes does not adjust 
accordingly, resulting in a certain deviation between the 
actual return water temperature and the calculated results of 
the steady-state model. 

As a result of the deviation in the return water 
temperature at the heat load nodes, when the hot water flows 
towards downstream return water nodes, it further deviates 
from the predicted values of the steady-state model. This is 
also the underlying reason why the return water temperature 
curves at nodes HB1, HB2, and HB3 differ between the 
multi-stage model and the steady-state model, and why their 
temperature curves are also distinct from one another. 
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Comparison of Extreme Values in Heat Network 
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By observing Figure 11, it can be observed that in the multi-
stage model calculations, the difference in peak values 
between the supply water temperature of the nodes and the 
results obtained from the steady-state model is relatively 
small. However, the difference in peak values between the 
return water temperature of the nodes and the results 
obtained from the steady-state model is relatively large. The 
main reason for this phenomenon is that in the supply water 
network, the lag in heat transfer does not affect the 
maximum and minimum temperatures, except for the 
convergence node HB3 and the nodes HB9 and HB10 
following the convergence node. For other nodes in the heat 
network, the maximum and minimum temperatures are 
primarily influenced by the diffusion of heat. However, in 
the return water network, the lag in heat transfer leads to a 
mismatch between the actual supply water temperature at 
the heat load nodes and the current load. This mismatch 
results in an error between the actual return water 
temperature and the calculated results from the steady-state 
model, leading to larger fluctuations in the return water 
temperature of the nodes in the multi-stage model. 
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Figure 11. Peak Difference of Water Temperature in 
Heat Network Nodes 

4. Conclusion 

This paper analyzes the energy flow characteristics and 
interaction mechanisms of the electricity-gas-heat IES 
subnetwork. Taking into account the energy flow 
characteristics of each subnetwork and the actual minimum 
scheduling interval, the subnetworks are divided into fast-
varying networks and slow-varying networks. Additionally, 
considering the interaction mechanisms and the slow-
varying system state of the IES, the IES is divided into three 
stages. The applicable models for each stage of the 
subnetworks and the conditions for stage transitions are 

analyzed. Based on this method, a multi-energy flow multi-
stage power flow model for electricity-gas-heat systems is 
constructed. Based on the results of numerical examples, the 
following conclusions are drawn: 
(i) In the quasi-steady-state stage, the lag in heat transfer 

results in larger changes in the output of the heat source 
during load regulation compared to the actual variation 
in heat load. During the heating control, the excess heat 
is utilized to raise the temperature of the stored hot 
water. Conversely, during the cooling control, due to 
the insufficient heat, heat needs to be extracted from the 
stored hot water to compensate for the deficit. 

(ii) During the quasi-steady state phase, the delayed heat 
transfer and the diffusive effect of heat energy in the 
heating network result in the actual peak value of the 
supply water temperature being lower than the value 
predicted by the steady-state model. Conversely, due to 
the lag in heat transfer, the return network causes a 
mismatch between the real-time supply water 
temperature at the nodes and the heat load, leading to 
the actual peak value of the return water temperature 
being higher than the value predicted by the steady-state 
model. 
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