Electricity Consumption Classification using Various Machine Learning Models
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Abstract

INTRODUCTION: As population has increased over successive generations, human dependency on electricity has increased to the point where it has become a norm and indispensable, and the idea of living without it has become unthinkable. Such is the case in today's world, where such a dependency brings crisis when electricity is cut off even for a short time, which can happen for a variety of uncertain reasons.

OBJECTIVES: Machine learning is emerging as a fundamental method for performing tasks autonomously without human intervention. Forecasting electricity consumption is challenging due to the many factors that influence it; embracing modern technology with its heavy focus on machine learning and artificial intelligence is a potential solution.

METHODS: This study employs various machine learning algorithms to forecast power usage and determine which method performs best in predicting the dataset based on different variables.

RESULTS: Eight models were tested, including Linear Regression, DT Classifier, RF Classifier, KNN, DT Regression, SVM, Logistic Regression, and GNB Classifier. The Decision Tree model had the greatest accuracy of 98.3%.

CONCLUSION: The Decision Tree model's accuracy can facilitate efficient use of electricity, leading to both conservation of electricity and cost savings, and be a guiding light in future planning.
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1. Introduction

Since the time power of electricity first began to become harnessed for civilian use, it has increasingly become an important human asset. As population has increased over successive generations, human dependency on electricity has increased until it has become a norm, and the thought of living without electricity has become unthinkable. Such is the case in today's world, where such a dependency brings crisis when electricity is cut off even for a short time, which can happen for a variety of uncertain reasons.

The gradual development of human society has led to an increasing reliance on electricity. Initially, electricity was mostly utilized for work-related tasks. It was then regarded as a privilege exclusive to affluent individuals. Over time, energy consumption became diversified in definition and application, and continued to rise steadily.

Efficient electricity usage requires systematic development and robust energy management. It is crucial to develop a detailed plan for managing electricity use, taking into account elements such as how, where, and when electricity is used. This is where predictive models for power consumption,
utilizing machine learning techniques, can address the issue of wasteful electricity usage.

By reviewing the current literature, we examined current answers to this difficult research challenge. Section 3 provides a conceptual overview of the suggested approach. Section 4 provides a concise overview of the simulation, including screenshots of test outputs from the application. The study’s future prospects are outlined in section 5.

2. Literature Review

In developing this electricity prediction model approximately 20 research papers were reviewed. Numerous studies have been conducted, each differing primarily in the datasets and algorithms used. The factors used as features and the algorithms themselves are distinct across these studies. Algorithms utilized include XGboost, long short-term memory networks, artificial neural networks, and support vector machines, amongst others. The accuracy of these models varies due to differences in the dataset and features used.

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Algorithms</th>
<th>Ref. No.</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PSO (iPSO), PCA, iPSO-ANN, GA-ANN, CPSO, GA-ANFIS, NNGM, AGM, BPN, SVR, MAPE, GPRM, SLP, GM</td>
<td>11</td>
<td>XGBoost</td>
</tr>
<tr>
<td>2</td>
<td>BPN, SVR, MAPE, GPRM, SLP, GM</td>
<td>12</td>
<td>SVR</td>
</tr>
<tr>
<td>3</td>
<td>ANN, HVAC, SVR, MAED, TPES, MENR, SPO, GPRM, GNP, SVC, ARIMA, ROLLING-ALO-GM, NOGM</td>
<td>13</td>
<td>ANN</td>
</tr>
<tr>
<td>4</td>
<td>SVR, MAED, TPES, MENR, SPO, GPRM, GNP, SVC, ARIMA, ROLLING-ALO-GM, NOGM</td>
<td>14</td>
<td>Bi-LSTM</td>
</tr>
<tr>
<td>5</td>
<td>SVM, CCC, RPE, GHG</td>
<td>15</td>
<td>ANN</td>
</tr>
<tr>
<td>6</td>
<td>XGBoost, FDN</td>
<td>16</td>
<td>SVR</td>
</tr>
<tr>
<td>7</td>
<td>LSTM</td>
<td>17</td>
<td>SVR</td>
</tr>
<tr>
<td>8</td>
<td>LSTM</td>
<td>18</td>
<td>LSTM</td>
</tr>
<tr>
<td>9</td>
<td>TLBO-BP, TLBO-SVM, PSO, GA, SVM, ANN, ELM, AdaBoost, ELM, TLBO-GM (1,1), IRGM, PSO, TRF, OICGM, ARIMA</td>
<td>19</td>
<td>E-LSTM</td>
</tr>
<tr>
<td>10</td>
<td>XGBoost, SARIMA</td>
<td>20</td>
<td>XGBoost, SARIMA</td>
</tr>
</tbody>
</table>

3. Methodology

The first step in this work involved collecting a dataset from GitHub. The discrete dataset contains 29 features and 2,980 rows of data. Data wrangling, an essential process which greatly influences the outcome of any prediction model, was meticulously performed. The process must be done very carefully, as improper data wrangling can lead to data type errors and the model’s inability to process the data correctly.

Following data wrangling, the data preparation process was carried out to set up the dataset, as well as the platform for model building.

3.1. Hardware Used

The hardware configurations include compatibility with the AMD Ryzen 5 and Intel Core i5 processors. The device features a Radeon Vega Mobile Gfx GPU running at 2.10 GHz or an NVIDIA GeForce RTX 3050 with 8GB of RAM, 512GB of ROM, and a display refresh rate of 165Hz/60Hz. This hardware enabled us to host the implementation of the Machine Learning model.

3.2. Software Used

**Anaconda:** An open-source distribution of the Python and R programming languages, Anaconda is used for computing and solving numerous machine-learning algorithms. The platform aids in overseeing packaging and deployment and allows for the installation and utilization of several programs, including NumPy, SciPy, and Matplotlib. The platform supports the validation and advancement of various machine learning and artificial intelligence applications.

**Jupyter Notebook:** This tool enables users to solve equations, create visualizations, and incorporate narrative prose. It is a fundamental tool extensively utilized for data analysis, scientific research, and machine learning. The electricity consumption forecast model was developed using Jupyter Notebook after completing the data preparation phase. Multiple machine learning methods were utilized to develop the prediction model, and their effectiveness was evaluated based on the dataset.

3.3. Algorithms

For this work seven algorithms were used: Linear Regression (LR), Decision Tree (DT) Classifier, Random Forest (RF), K-Nearest Neighbors (KNN), Decision Tree Regression (DT Regression), Support Vector Machine (SVM), and Gaussian Naïve Bayes (GNB) Classifier.

**Linear Regression (LR):** Linear Regression is one of the simplest and most popular machine learning models for prediction. It makes predictions for continuous or numeric data, showing a linear relationship between two variables: the dependent variable (Y) and one or more independent variables (X). X is directly proportional to Y; the relationship is expressed by the equation (1).

\[ Y = mX + c \]  

where m and c are parameters initially assigning random values. The cost function, typically the mean squared error, is used to optimize these parameters.
**Decision Tree (DT) Classifier:** Appropriate for both classification and regression problems, the Decision Tree algorithm structures data in a tree-like model of decisions, where core nodes represent features, branches represent decision rules and the leaves represent outcomes. This structure visually represents all potential solutions to a problem under specified conditions, as depicted in equation (2). The process begins with the dataset, determining a tree structure and decision rules at each node.

\[ D = \{ X, y \} \]  

(2)

**Random Forest (RF) Regression:** This supervised machine learning strategy utilizes several decision trees trained on various subsets of the dataset. Aggregating the average of all decision trees enhances the accuracy of predictions. Having ‘more trees in the forest’ leads to an increased accuracy and helps prevent overfitting.

**K- Nearest Neighbour:** KNN uses proximity to make predictions about the grouping of an individual data point. The distance between two points is calculated using the Euclidean distance formula (3):

\[ d = \sqrt{(x_2 - x_1)^2 - (y_2 - y_1)^2} \]  

(3)

**Support Vector Machine:** This supervised machine learning method is appropriate for regression and classification tasks. It operates by converting data into a high-dimensional feature space to categorize data points, even if a straight line cannot separate them. Equation (4) denotes the optimal hyperplane for the data points.

\[ W.x + b = 0 \]  

(4)

**Logistic regression (LR):** Logistic Regression is a statistical method for building ML models where the dependent variable is dichotomous. There are three logistic regressions: Binary, Multinomial, and Ordinal. The equation is (5):

\[ Y = b_0 + b_1x_1 + b_2x_2 + \cdots + b_nx_n \]  

(5)

In Logistic Regression ranges, \( Y \) from 0 to 1. To achieve this, the equation can be divided by \((1 - y)\) resulting in \( Y/(1-Y) \), where \( Y = 0 \) yields 0 and \( Y = 1 \) yields infinity. To obtain a range from negative infinity to positive infinity, we take the logarithm of the equation, resulting in (6).

\[ \log \left( \frac{y}{1-y} \right) = b_0 + b_1x_1 + b_2x_2 + \cdots + b_nx_n \]  

(6)

**Gaussian Naive Bayes (GNB):** Gaussian Naive Bayes is a technique used in ML based on the probabilistic approach and Gaussian distribution, which produces a bell-shaped curve. It makes predictions based on the training data provided to the model. This method is very simple and is used for real-time applications. The principles can be expressed using the following notations represented in equations (7) and (8):

\[ P(A|B) = \frac{P(A \cap B)}{P(B)} \]  

(7)

\[ P(B|A) = \frac{P(A \cap B)}{P(A)} \]  

(8)

**3.4 Libraries**

Various libraries were required for the predictive model: the following packages were installed. Table 2 highlights the contributions of each library or package.

<table>
<thead>
<tr>
<th>Name</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numpy</td>
<td>Used for mathematical operations on an array.</td>
</tr>
<tr>
<td>Pandas</td>
<td>Used for data analysis.</td>
</tr>
<tr>
<td>Matplotlib</td>
<td>Used for creating visualizations for the users understanding.</td>
</tr>
<tr>
<td>Seaborn</td>
<td>Used to provide graphics.</td>
</tr>
<tr>
<td>Pingouin</td>
<td>Used for statistics Operations.</td>
</tr>
<tr>
<td>Sklearn</td>
<td>Helped implement machine learning models and simulate statistical modelling.</td>
</tr>
</tbody>
</table>

**4. Result and Discussion**

**Linear Regression Model**

The variables on the X and Y coordinates closely align with the straight line (Fig 1), indicating better data and analysis within this model, with a calculated accuracy of 92.17%.

![Fig. 1. Linear Regression Model](image)

**Random Forest Regression Model**

The results for the random forest regression model when applied to the dataset is shown in Fig 2. It reveals that the given parameters work effectively with the model, achieving an accuracy of 95.95%.
Fig. 2. Random Forest Regression Model

Decision Tree Regression Model

Results indicate that the given parameters also work effectively with this decision tree regression, yielding an accuracy of 91.27% (Fig 3).

Fig. 3. Decision Tree Regression Model

K-Nearest Neighbor

Using this algorithm, we structured a confusion matrix. The predicted classes are on the X axis and actual classes on the Y axis, illustrating the relationship. The matrix shows 116 classes meet the conditions, while 11 do not. In the 1-0 structure, 7 classes satisfy the conditions, and in 1-1 format, 611 do not (Fig 4). This algorithm achieved an accuracy score of 97.58%, indicating a high level of accuracy.

Fig. 4. Confusion Matrix for KNN algorithm to our project work.

Logistic Regression

Using this algorithm, we constructed a confusion matrix with the predicted class on the X axis, and actual class on the Y axis. The matrix illustrates the relationship between these two classes. Out of 83 categories, most results are satisfactory, but some are not. This algorithm yielded among all the algorithms we tested, achieving only 86.30%, which is not a well-developed model for our project needs. A classification report was generated to validate the data, as shown in Fig 7.

Fig. 5. Classification report of KNN algorithm to our project work.

Fig. 6. Confusion Matrix for Logistic algorithm

Fig. 7. Classification report of Logistic algorithm

Decision tree Classification Model

Using this algorithm, a confusion matrix was structured with the predicted class on the X-axis, and the actual class on the Y-axis, illustrating the relationship between the two classes. In the first class, 121 classes are satisfied, with six unsatisfied. In the second class, 612 were satisfied, and six unsatisfied, as shown in Fig 8. This algorithm attained the
highest accuracy, achieving a score of 98.38%. Among all the algorithms used in our project, this one proved to be the most accurate and reliable.

![Confusion Matrix for Decision tree classification report](image8)

Fig. 8. Confusion Matrix for Decision tree classification report

Support Vector Machine

Using this algorithm, we produced a confusion matrix with the predicted class on the X-axis and the actual class on the Y-axis, showing the relationship between these two classes. In the first class, 117 are satisfied with this model, and 10 unsatisfied. In the second class, 615 are satisfied, with three unsatisfied (Fig 10).

This algorithm achieved the second highest accuracy for our model, with a 98.25% score (Fig 11). Among all the models used, this remains one of the most accurate.

![Confusion Matrix for SVM Classification](image10)

Fig. 10. Confusion Matrix for SVM Classification.

Gaussian NB Model

Using the Gaussian Naive Bayes model, we constructed a confusion matrix with the predicted class on the X-axis and actual class on the Y-axis. The matrix demonstrates the relationship between the two categories. Out of 127 classes in the first session, 123 were correctly classified, while four were not. In the second class, 570 individuals were correctly classified, while 48 were misclassified, according to Figure 12. The algorithm achieved an accuracy score of 97.58%, indicating high performance, as shown in Figure 13.

![Confusion Matrix for Gaussian NB Classification](image12)

Fig. 12. Confusion Matrix for Gaussian NB Classification

Table 3 shows the accuracy obtained for each machine learning algorithm on the dataset.

![Report of the SVM Prediction model report](image11)

Fig. 11. Report of the SVM Prediction model report
Table 3. Algorithms used in the referenced paper.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree Classification</td>
<td>98.3</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>98.2</td>
</tr>
<tr>
<td>KNN</td>
<td>97.5</td>
</tr>
<tr>
<td>Gaussian NB</td>
<td>97.5</td>
</tr>
<tr>
<td>Random Forest Regression</td>
<td>95.9</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>92.1</td>
</tr>
<tr>
<td>Decision Tree Regression</td>
<td>91.2</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>86.3</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Scope

The study concludes that there are a variety of machine learning algorithms which can be applied to the electricity consumption dataset with significant results to increase efficiency, including LR, DT Classifier, KNN, Decision Tree Regression, SVM, Logistic Regression, and Gaussian Naive Bayes Classifier. Among these models, the Decision Tree algorithm achieved the highest accuracy achieved was 98.3. This model can be utilized in various applications for both casual and industrial purposes. The application of the model can assist in laying out plans for the efficient use of electricity, leading to conservation of both electricity and money.
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