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Abstract 

To validate the operation status of the power system after encountering faults and restoring it to equilibrium, an efficient 
and accurate evaluation method is raised to promote the accuracy and efficiency of operation status evaluation model. The 
study first introduced the minimum redundancy maximum correlation algorithm and multiple extreme learning machine, 
and then constructed a multi-layer evaluation model grounded on multiple extreme learning machine. The experiment 
findings indicated that 1225 samples were sent to the second layer after the first evaluation layer, and 531 samples were 
sent to the third layer after the second evaluation layer. Only 10 samples could not be evaluated at the fifth level. 
Moreover, there were only 2 cases of missed judgments in the fifth layer. The experiment data indicated that the 
probability of missed judgments in the hierarchical evaluation model was very small, and it could evaluate almost all 
samples. This demonstrates that the power system operation state evaluation method based on the minimum redundancy 
maximum correlation algorithm and multiple extreme learning machine proposed by the research can timely and 
effectively evaluate feature samples, providing strong support for the stable operation of the power system. 
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1. Introduction

With the continuous growth of energy demand and the 
gradual expansion of power system (PS) scale, the risk of PS 
interference is increasing. It is significant to evaluate the 
transient stability of each motor during the transition to a 
new equilibrium after the PS is disturbed. It is crucial to 
conduct a comprehensive and accurate evaluation of the 
power grid on a regular basis, to ensure the safety and 
stability of this vital infrastructure., ensuring social and 
economic development as well as safety and stability [1]. 
However, due to the complexity and variability of the PS, 
there are still many problems in accurately evaluating its 
operating status. The commonly used methods for evaluating 
the operational status of PSs include indicator analysis, trend 
analysis, and anomaly detection [2-3]. Among them, 
indicator analysis is to evaluate the operating conditions of 
the PS by analyzing various indicators of the system. These 

indicators can include power load, voltage, frequency, power 
factor, etc. By monitoring and analyzing these indicators, it 
is possible to determine whether the operation of the PS is 
normal and promptly identify problems. Trend analysis is 
the process of analyzing historical data of the PS to predict 
future development trends. This can help people develop 
reasonable operational plans and prepare contingency 
measures in advance. Anomaly detection is the process of 
comparing real-time data with historical data to determine if 
there are any abnormal situations in the system [4-5]. If 
abnormal situations are discovered, people can take timely 
measures to eliminate hidden dangers and avoid the problem 
from escalating. However, these methods suffer from 
insufficient accuracy and low efficiency in evaluating 
large-scale systems and complex fault situations. 

The accurate assessment of the operational conditions of 
the PS is of critical importance for guaranteeing its secure 
and stable operation. Bento MEC proposed a method based 
on artificial neural networks for calculating load margin in 
power systems. This method uses synchronous data provided 
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by phasor measurement units to monitor the load margin of 
systems that meet voltage stability and small signal stability 
requirements. The application results indicate that this 
method is suitable for real-time monitoring of load margin 
[6]. Aksaeva E and other scholars used trained artificial 
neural networks to evaluate the operational instability caused 
by the high penetration rate of renewable energy in the 
power system. The results show that the network can have a 
positive impact on the safe and stable operation of the power 
system [7]. Thomas J. B et al. proposed a new deep 
convolutional neural network (CNN) transformer model for 
automatically detecting the type and phase of faults as well 
as the location of faults in the distribution system, 
addressing the issues of symmetrical and asymmetrical fault 
detection. The proposed model utilizes a 1D deep CNN for 
feature extraction and a transform encoder for sequence 
learning. The results show that the model has strong 
detection ability [8]. Yoon D H et al. proposed a deep 
learning model based on Transformer for real-time diagnosis 
of power quality disturbances in the power system, which 
supports end-to-end learning. This study used three-phase 
voltage and current waveforms from IEEE 9-bus systems as 
learning sources. The results show that the method is 
effective for power system diagnosis [9]. Gupta A et al. 
proposed a scheme based on wavelet transform to enhance 
the accuracy of fault detection in substations. Simulations 
were conducted in MATLAB, and the results showed that 
the method effectively detected faults in substations [10]. 
Regarding the reliability assessment of PS operation, Hu et 
al. introduced the concept of Delivered Duty Unpaid (DDU) 
and proposed an adaptive reliability improvement algorithm. 
The raised DDU modeling method linked equipment 
reliability indicators with operational decision variables. The 
experiment outcomes demonstrated the efficacy of the raised 
method [11]. Ansari et al. raised a new method for 
simulating natural gas pipeline failure modes to address the 
issue of reliability assessment in the operation of power gas 
networks. This method employed the concept of virtual 
nodes and adopted a gas release rate model to consider the 
pinhole, hole, and rupture failure modes of pipelines. 
Subsequently, the efficacy of the framework was 
substantiated through its application to three distinct testing 
systems [12]. Wang put forth a battery inconsistency 
evaluation model for series-connected battery systems, based 
on authentic electric vehicle operational data, with the aim 
of addressing the challenge of assessing the performance of 
electric vehicle battery PSs. Moreover, an improved robust 
regression method was used to analyze the evolutionary 
characteristics of three types of competitive intelligence. The 
results indicated that this method could effectively evaluate 
unit inconsistency [13]. Kirilenko et al. analyzed the risks in 
PS operation using a coherent risk measure to address the 
uncertainty prediction problem in the PS. Moreover, the 
origin of risks and their management mechanisms under 
various sources of uncertainty were elaborated, and an 
Asymmetric Robust Unit for Risk Avoidance (UR) model 
for risk avoidancewas established. The overall performance 
of the proposed framework was experimentally validated 
[14]. Ryu et al. raised a new multi-objective method for 

evaluating the success rate of uninterrupted self power 
supply in microgrids after external power interruption. The 
method was to optimize the operation planning of Expected 
Business Continuity Battery Energy Storage System (BESS) 
in grid connected microgrids. The findings indicated that 
there are optimal planning results between the operating cost 
and elasticity of BESS operational planning [15-16]. 

In summary, domestic and foreign researchers have 
proposed various evaluation methods for the operation 
conditions of PSs, including the use of artificial intelligence 
algorithms. However, few scholars have applied the MRMR 
algorithm and ELM to assess the operational status of PSs. 
A PS operation state method based on MRMR algorithm and 
multiple ELM is proposed to address this issue. The 
innovation of the research lies in the combination of MRMR 
algorithm and multiple ELM, fully considering the ability of 
feature selection and nonlinear processing. At the same time, 
the hierarchical evaluation model effectively processes 
large-scale data, raising the accuracy and efficiency of the 
evaluation model. The results provide technical support for 
improving the accuracy and efficiency of PS operation status 
assessment. 

2. Methods and Materials

As the power grid continues to expand, the losses associated 
with PS failures are also increasing. To rapidly and 
accurately assess the operational status of the PS following 
the occurrence of faults and restore it to a balanced state, a 
methodology for evaluating the operational status of the PS 
based on an MR-ELM is proposed. The method first 
proposes an algorithm for evaluating the operational status 
of PSs, and then constructs a PS operational status 
evaluation model based on multiple ELMs. 

2.1 Algorithm for Evaluating the Operational 
Status of Power Systems 

To quickly and accurately evaluate the operating status of 
the PS, a combined MRMR algorithm and multiple ELM 
(MR-ELMs) evaluation algorithm is proposed. The 
algorithm first extracts feature through MRMR, and then 
constructs an evaluation model for the operating status of the 
PS using multiple ELMs. The problem of randomly 
selecting features during ELM training requires preliminary 
screening of the PS feature set to ensure that it contains all 
associated features. The characteristics of PS faults are 
summarized and classified into power and angle related 
features. The calculation for equivalent power angle is 
indicated in equation (1). 
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In equation (1), δ  represents the equivalent power
angle and the center of inertia of co . N  denotes the
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number of generators, i  denotes the generator number, and
M  denotes the inertia constant. The calculation of rotor
angular velocity is shown in equation (2). 
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In equation (2), ω  represents the rotor angular velocity.
The calculation of angular acceleration is shown in equation 
(3). 
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In equation (3), α  represents the rotor angular velocity.
The expression of power related characteristic quantities is 
shown in equation (4). 
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In equation (4), 1
TZ

represents the ratio of 

electromagnetic to mechanical power of the generator, ei
P

represents electromagnetic power, and mi
P

denotes 

mechanical power. The average 2TZ  calculation for the
electromagnetic to power ratio of all generators is shown in 
equation (5). 
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The variance 3TZ  of the ratio of electromagnetic to
power for all generators is calculated as shown in equation 
(6). 

2
4

1
3

1 ( )
N

ei

i mi

PTZ TZ
N P=

= ∑ −
   (6) 

The maximum interference 4TZ  caused by generator
failure is calculated as shown in equation (7). 

4 ( )it itTZ max P P= −
   (7) 

The minimum interference 5TZ  calculation for
generator faults is shown in equation (8). 

5 min( )it itTZ P P= −
   (8) 

The calculation of rotor kinetic energy 6TZ  is shown in
equation (9). 
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In equation (9), iE  represents kinetic energy. In the

angle feature quantity, the power angle variance 7TZ  of all
generators is calculated as shown in equation (10). 
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The angular velocity variance 8TZ  of all generators is
calculated as shown in equation (11). 
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The above feature quantities are an important part of the 
feature set for PS fault recovery in a stable state. To reduce 
the subsequent computational workload, it is necessary to 
conduct more in-depth screening of the feature set. Research 
introduces the MRMR algorithm for feature extraction to 
construct the most representative feature set. The MRMR 
algorithm is a feature selection method that aims to identify 
a subset of features from the original feature set that exhibit 
the highest correlation with the target variable and the lowest 
correlation with one another [17-18]. The fundamental 
principle of this algorithmic approach is to maximize the 
degree of correlation between the selected set of features and 
the target variables while minimizing redundancy within this 
subset. This ensures that the resulting feature subset 
possesses both high information content and an avoidance of 
redundant elements [19-20]. The framework of the algorithm 
calculation process is shown in Figure 1. 
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Calculate the correlation between 
features in the feature set

Redundancy of 
computational features

Calculate the MRMR 
value for each feature

Select the optimal 
subset of features

Using Pearson coefficient Conditional entropy method Correlation minus 
redundancy

Select features with high 
correlation and low 

redundancy between target 
variables based on the 

magnitude of MRMR values

Figure 1. MRMR algorithm feature selection calculation framework 

In Figure 1, the MRMR algorithm first calculates the 
correlation between features in the feature set, and then 
calculates the redundancy of the features. The correlation 
calculation method can be done through Pearson correlation 
coefficient, and redundancy calculation can be done through 
methods such as conditional entropy. After the above steps, 
it will continue to calculate the MRMR values for each 
feature. By subtracting redundancy from correlation, the 
MRMR values of each feature are obtained to determine 
which features are optimal. Finally, it chooses a subset of 
features that are highly correlated with the target variable 
and have low redundancy between them based on the 
magnitude of the MRMR values. The correlation calculation 
in the MRMR algorithm is shown in equation (12). 
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In equation (12), U  represents correlation, D
represents dataset, and y  represents target class. F
represents the size of the feature set. MI  indicates mutual

information value or similarity, while if  represents
features. MI  calculation is shown in equation (13).
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In equation (13), x  represents the x th element in the
feature, s  represents the total amount of elements, and p
indicates the marginal probability density function. The 
redundancy calculation in the MRMR algorithm is shown in 
equation (14). 
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In equation (14), ( )V F
 is the minimum redundancy.

The mutual information calculation between different 
features is shown in equation (15). 
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After completing feature extraction, ELM is applied to 
construct an operational status evaluation model for the PS. 
ELM represents an algorithmic approach to single hidden 
layer feedforward neural networks. In comparison to 
traditional artificial neural networks, which are known to 
have limitations such as slow training speeds, susceptibility 
to local minima, and sensitivity to learning rate selection, the 
ELM employs a randomized method for establishing 
connection weights between the input and hidden layers, as 
well as for determining the thresholds associated with 
hidden layer neurons. During the training, there is no need to 
make any adjustments. Only the number of hidden layer 
neurons needs to be set in order to obtain the optimal 
solution. Figure 2 illustrates the structure of the ELM 
network. 
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Figure 2. ELM network architecture diagram 

In Figure 2, the input of the neural network is the training 
sample set x , with a hidden layer in between, and the input
layer is fully connected to the hidden layer. The output of 
the hidden layer is derived by multiplying the input by the 
corresponding weight and then summing the results of each 
node through a nonlinear function, which includes the 
deviation term. The output function of a hidden layer node is 
not a fixed entity; rather, it can vary depending on the 
specific output function employed for a given hidden layer 

neuron. In the figure, ω , b , and β  represent the
weights, biases, and output weights on the hidden layer 
nodes, respectively. h  represents the output of the hidden
layer, L  denotes the amount of neurons in the hidden

layer, i  and j  denote the i th and j th neuron nodes,
D  denotes the dataset, m  denotes the amount of nodes in
the output layer, and t  is the target value matrix of the
training samples. The evaluation of the PS through ELM is 
divided into two parts. They are offline training and online 
evaluation, respectively. Offline training mainly obtains 
simulation data of the PS during operation through fault 
conditions, aiming to construct models that can be accurately 
evaluated. Meanwhile, based on the results of offline 
training, the parameters of the evaluation model can be 
adjusted to achieve better evaluation performance. Online 
evaluation can be used for assessing the operational status of 
PSs. To address the issue that a single ELM cannot fully 
reflect the characteristics of the PS, multiple ELMs are 
proposed for parallel evaluation. The multiple ELM training 
process is shown in Figure 3. 

Randomly select samples from the 
sample dataset to form Dataset 

Configure h hidden nodes

Randomly formulate activation function

iD

iD ′

iD ′

Figure 3. Multiple ELM offline training process 

In Figure 3, the offline training process of multiple ELMs 
involves randomly selecting samples from the sample 

dataset to form dataset iD . Features in iD  are selected to

construct dataset iD ′
 and configure hidden nodes. Then it

randomly formulates an activation function. Finally, ELM is 

trained based on the dataset iD ′
 and other parameters.

2.2 Assessment of Power System Operation 
Status Based on Multiple Elms 

Based on the algorithm proposed above, a PS operation 
status evaluation model based on multiple ELMs was 
studied and constructed. The evaluation model was divided 
into multiple layers based on the number of ELMs and the 
amount of input information. The flowchart of the PS 
operation status evaluation method based on multiple ELMs 
is denoted in Figure 4. 

In Figure 4, the first layer of the evaluation model 
evaluates the working points near the stable boundary of the 
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system, while the second layer adds more features and ELM 
to evaluate the working points near the stable boundary. The 
obtained results determine whether they can be included in 
the final evaluation. If not, they are sent to the third layer for 
further evaluation, and so on. If the evaluation result of the 
final layer cannot be included in the final evaluation, its state 

is difficult to estimate and is judged as unstable. The 
purpose of the first layer in a multi-layer evaluation model is 
to preliminarily screen feature samples and quickly provide 
evaluation results. Therefore, the number of selected features 
and ELMs is half of the final model. The first level 
evaluation model is denoted in Figure 5. 

When T=t1, first layer 
temporary stability 

assessment

Samples for obtaining 
confidence 

assessment results

Samples that require 
further confirmation

Add more core 
candidate features 
and ELM numbers

When T=t2, the second 
layer temporary 

stability evaluation

Samples for obtaining 
confidence assessment 

results

Samples that require 
further confirmation

Add more core 
candidate features 
and ELM numbers

When T=t3. Third 
layer temporary 

stability assessment

Samples for obtaining 
confidence assessment 

results

Samples that require 
further confirmation

Data sample 
set

Data sample 
set

Core feature set extracted based on 
MRMR algorithm, used for training 

extreme learning machines at different 
times

Data 
before 

tk

Multi learning 
machine evaluation 
model when T=tk

Does the confidence level of the 
evaluation result meet the requirements

Samples for 
obtaining 

confidence 
assessment 

results

Samples that 
require further 
confirmation

Time/T

T=t1

T=t2

T=t3

T=tk
……

Figure 4. Flow chart of power system operation status evaluation method based on multiple ELMs 
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Original feature 
selection database

Core feature data constitutes 
the core feature set

The first layer evaluates the 
training set

Feature 
extraction based 

on MRMR

Select the top 
50% of the best 

features for 
ranking

Database 
1

Database 
2

Database 
3

For each ELM, randomly select input 
features, number of hidden nodes, and 

activation function for training

ELM1 ELM2 ELM3Evaluation 
model

Training 
process

Sample set construction process

ELM1 ELM2 ELM3

Input Input Input

Confidence decision rule

Confident 
evaluation results

Unbelievable 
evaluation results

Evaluation results
The sample needs 

further 
confirmation

When T=t2, evaluate the temporary 
stability of the second layer

When T=t1, the first layer evaluation

……

Figure 5. First layer training and evaluation flowchart of multi-layer power system evaluation method model 

In Figure 5, the first layer training and evaluation of the 
multi-layer PS operation status evaluation model is carried 
out in the following way. The first step is to form an initial 
feature set and collect key information from the feature set 
through algorithms to form a key information set. 
Subsequently, half of the data information in the key feature 
information set is randomly selected for model training. 

Finally, feature information is input into the first layer 
evaluation model to evaluate it, and judgments are made 
grounded on the evaluation results. If the evaluation results 
can be included in the final evaluation, the evaluation ends. 
If not, it is sent to the next layer for evaluation. The setting 
of the second layer of the evaluation model is shown in 
Figure 6. 

The first layer evaluates the 
training set

All optimal 
features

Data
base1

For each ELM, randomly select input 
features, number of hidden nodes, and 

activation function for training

ELM1Evaluation 
model

Training 
process

ELM1

Input

Confidence decision rule

When T=t3, evaluate the temporary 
stability of the second layer

When T=t2, the second layer evaluation

……
ELM2 ELM3 ELM4

ELM2

Input

ELM3

Input

ELMn

Input

…

…

…

Data
base2

Data
base3

Data
basen…

……

When T=tn, evaluate the temporary 
stability of the n layer

Figure 6. Flow chart for second layer training and evaluation of multi-layer power system evaluation method model 
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In Figure 6, unlike the first layer, the second layer inputs 
more information and more complete optimal features, 
which makes the evaluation accuracy of the second layer 
higher. Secondly, the second layer adds more ELM 
compared to the first layer, which helps the model to 
efficiently utilize information and improve evaluation 
accuracy. Similarly, samples that cannot be evaluated in the 
second layer will be sent to the next layer for further 
evaluation. The subsequent evaluation layers of the model 
are roughly the same as the first and second layers, and the 
deeper the layers, the stronger the model's differentiation of 
samples. If the last layer still cannot partition the samples, to 
avoid misjudgment, this part of the samples will be judged 
as unstable. 

3. Results

To validate the efficacy of the PS operation status evaluation 
method, MR-ELM, experiments were conducted on the 
performance of the method in the PS. Firstly, experiments 
were organized on the impact of different important 
parameters in the method on the accuracy of model 
evaluation, and the parameters were adjusted grounded on 
the experiment outcomes. Subsequently, based on the 
parameter adjustment results, a case study was conducted on 
the evaluation model to demonstrate the accuracy of the 
method in assessing the restoration of the PS to a balanced 
state after encountering faults. 

3.1 Parameter Influence of Power System 
Operation Status Evaluation Method Based 
on Multiple ELM 

To achieve optimal model performance, the experiment first 
adjusted several important parameters of the model. Firstly, 
the IEEE 39 node system was used as the benchmark testing 
system. Subsequently, based on the characteristics of the 
selected algorithm and the evaluation purpose, the 
confidence threshold and ELM quantity were measured. The 
method was ultimately applied to evaluate the 1648 node 
system. The parameters of the 1648 node system had a 
standard deviation σ  of 3.33%, and the load varied within 
1-1.2 times its initial value. The short-circuit fault was set to
a normal distribution in some transformer groups and lines,
with a type of three-phase short-circuit, a fault time of E  
taken as 0.2s, and a standard deviation taken as 0.014s. 
There were a total of 13384 fault scenarios, of which 2945 
fault types that meet the research direction were selected to 
be added to the sample set. The basis for evaluating stability 
was whether the power angle difference of any generator 
was greater than 180° within 5 seconds after eliminating the 
fault. The MRMR-ELMs algorithm divided the samples 
obtained during the IEEE-39 node system evaluation process 
into a training set and a testing set in an 8:2 ratio. The 
evaluation of the IEEE-39 node system adopted three 
indicators: the accuracy of unstable situation classification, 
the accuracy of stable situation classification, and the overall 
accuracy of classification, represented by Ain, Ast, and 
Acla, respectively. The results of evaluating the IEEE-39 
node system using the MRMR-ELMs algorithm are shown 
in Figure 7. 
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ELMs algorithm in the training set
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Figure 7 Evaluation results of MRMR ELMs algorithm on IEEE-39 node system 

According to Figure 7 (a), in the training set, the Ain 
evaluation index of MRMR-ELMs algorithm was 98.83%, 
and the Ast evaluation index of algorithm was 99.88%. The 
Acla evaluation index was 97.98%. Meanwhile, the 
fluctuation curves of the evaluation accuracy of the three 
evaluation indicators on the training set were relatively flat 

and the fluctuation amplitude was small. According to 
Figure 7 (b), in the test set, the Ain evaluation index was 
99.14%, the Ast evaluation index was 99.97%, and the Acla 
evaluation index was 98.38%. The evaluation accuracy 
curves of the three evaluation indicators in the test set were 
similar to those in the training set, and the fluctuation curves 
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were still relatively small. Experimental data indicated that 
in the IEEE-39 node system, the MRMR-ELMs algorithm 
had the highest evaluation among the three indicators, 
indicating that the algorithm haf high evaluation accuracy 
and strong performance. At the same time, the evaluation 
accuracy curves in both the training and testing sets were 
relatively flat with small fluctuations, indicating that the 
algorithm's performance was relatively stable and reliable. 
To verify the impact of the amount of selected features and 
ELM measurement parameters on the effectiveness of the 
model, a validation experiment was set up. The experiment 
on the influence of confidence threshold on the model is 
shown in Figure 8. 

In Figure 8 (a), when the confidence threshold was within 
a relatively strict range (0-80), the confidence level 
increased from 0 to around 98.5%, and the overall evaluation 
accuracy Acla was within the range of 97% to 99%. 
According to Figure 8 (b), when the confidence threshold 
was in a relatively loose interval (80-160), the confidence 
level was around 99.2% to 99.5%. The overall evaluation 
accuracy Acla showed a decreasing trend, ranging from 
98.2% to 98.5%. According to Figure 8 (c), when the 
confidence threshold was in the loose interval (160-400), the 
confidence level increased from 99.5% to 100%, and the 
overall evaluation accuracy Acla showed a downward trend, 
decreasing from 98.2% to 97.4%. Experimental data 
indicated that when the confidence threshold was in its 
strictest state, the evaluation accuracy would decrease. When 
the confidence threshold was relatively loose, the evaluation 

accuracy would reach its highest level, and when the 
confidence threshold was too loose, the evaluation accuracy 
would also decrease. The confidence threshold was optimal 
at the intersection of confidence and evaluation accuracy, 
with an optimal confidence threshold of 80. To investigate 
the impact of ELM quantity on model evaluation accuracy, 
evaluation models with different ELM quantities were set up 
for experiments, and the results are shown in Figure 9. 

From Figure 9 (a), in the Group 1 experiments, before the 
amount of ELMs reached 360, the accuracy of Ain, Ast, and 
Acla increased as the amount of ELMs increased. After the 
ELM quantity reached 410, the three indicators hardly 
fluctuated. In Figure 9 (b), in the Group 2 experiment, before 
the amount of ELMs reached 340, the accuracy of Ain, Ast, 
and Acla increased as the amount of ELMs increased. After 
the number of ELMs reached 400, the three indicators hardly 
fluctuated. In Figure 9 (c), in the Group 3 experiment, before 
the amount of ELMs reached 350, the accuracy of Ain, Ast, 
and Acla increased as the amount of ELMs increased. After 
the number of ELMs reached 400, the three indicators hardly 
fluctuated. Based on three sets of experiments, ELM 
improves the accuracy of the model before reaching a certain 
number of ELMs, but the risk of overfitting increases after 
exceeding 400. Therefore, maintaining between 350-400 
yields the best model evaluation accuracy. the number of 
ELMs remained between 350-400, indicating the optimal 
model evaluation accuracy. 
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Figure 9. The influence of different ELM numbers on model evaluation accuracy 

3.2 Analysis of Power System Operation 
Status Evaluation Based on Multiple Elms 

To assess the efficacy of the PS operation status evaluation 
method based on multiple ELMs, a case study was 
conducted on a 1648 node system. The parameter settings 

were adjusted according to the experiment outcomes 
mentioned above, and the number of layers in the model was 
set to 5. The evaluation findings obtained are indicated in 
Table 1.

Table 1. Evaluation results of the model in the test set 

/ Tier 1 Tier 2 Tier 3 Tier 4 Tier 5 

Stable sample 
size 

Stable samples 1264 492 266 53 43 
Missing samples 0 0 0 0 2 

Unstable 
sample size 

Stable samples 602 217 125 24 28 
Missing samples 11 8 5 72 5 

Evaluation time 0.07 0.24 0.36 0.54 0.8 
Unbelievable sample size 1225 531 158 72 10 
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According to Table 1, 1225 samples were sent to the 
second layer after the first evaluation layer, and 531 samples 
were sent to the third layer after the second evaluation layer. 
At the fifth level, 10 samples still could not be evaluated and 
could not be included in the final evaluation. These 10 
samples were considered unstable. Moreover, there were 
only 2 cases of missed judgments in the fifth layer. The 
experiment data denoted that the probability of missed 

judgments in the hierarchical evaluation model was very 
small, and it could evaluate almost all samples. This 
demonstrated that the proposed hierarchical evaluation 
model could effectively evaluate feature samples. To prove 
the superior efficacy of the proposed model compared to 
other evaluation models, a comparative experiment was 
organized using Support Vector Machine (SVM) and 
Random Forest (RF). The results are shown in Figure 10. 
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Figure 10. Comparison of evaluation accuracy of different models 

According to Figure 10 (a), in the evaluation of SVM, the 
three indicators of Ain, Ast, and Acla were 96.86%, 97.93%, 
and 98.64%, respectively. In Figure 10 (b), in the evaluation 
of RF, the three indicators of Ain, Ast, and Acla were 
96.57%, 97.03%, and 96.86%, respectively. According to 
Figure 10 (c), in the evaluation of MRMR-ELMs, the three 
indicators of Ain, Ast, and Acla were 98.34%, 99.79%, and 
99.89%, respectively. Experimental data showed that the 

MRMR-ELMs model proposed by the research had the 
highest evaluation accuracy, and compared to other 
algorithms of the same type, MRMR-ELMs had superior 
performance. To evaluate the processing speed of the 
MRMR ELMs model, a comparative experiment was 
conducted using SVM, RF, and MRMR-ELM. The results 
are shown in Figure 11. 

EAI Endorsed Transactions 
on Energy Web 

| Volume 12 | 2025 |



B. Jia

12 

500

700

900

1100

1300

(a) Comparison of training
time for different models

Ti
m

e 
(s

)
1500

1700

SVM
RF
MRMR-ELM
MRMR-ELMs

Model
0

1

2

3

4

(b) Comparison of testing
time for different models

Ti
m

e 
(s

)

5

6

SVM
RF
MRMR-ELM
MRMR-ELMs

Model

Figure 11. Comparison of sample processing speed among different models 

According to Figure 11 (a), the training times for SVM, RF, 
MRMR-ELM, and MRMR-ELMs models were 1484s, 925s, 
978s, and 508s, respectively. According to Figure 11 (b), the 
testing times for SVM, RF, MRMR-ELM, and 
MRMR-ELMs models were 1 second, 4.5 seconds, 6 
seconds, and 0.6 seconds, respectively. Experimental data 
showed that the MRMR-ELMs model had the least training 
and testing time, indicating that the MRMR-ELMs model 
had stronger data processing capabilities compared to other 
models. 

4. Discussion and Conclusion

A method based on MRMR algorithm and multiple ELM 
was proposed to evaluate the operation status of PS 
restoration to equilibrium state after encountering faults. The 
key parameters were adjusted through experiments and the 
proposed method was validated in the PS. The experiment 
outcomes denoted that in the training set, the evaluation 
metrics Ain, Ast, and Acla of the MRMR-ELMs algorithm 
were 98.83%, 99.88%, and 97.98%, respectively. In the test 
set, they were 99.14%, 99.97%, and 98.38%, respectively. 
When the confidence threshold was within a relatively strict 
range, the overall evaluation accuracy Acla was within the 
range of 97% -99%. When the interval was relatively loose, 
Acla ranged from 98.2% to 98.5%. In the loose interval, 
Acla decreased to 97.4%. Before the number of ELMs 
reached 360, the accuracy of Ain, Ast, and Acla increased as 
the number of ELMs increased. After the ELM quantity 
reached 410, the three indicators almost no longer 
fluctuated. In the evaluation of MRMR-ELMs, the three 
indicators of Ain, Ast, and Acla were 98.34%, 99.79%, and 
99.89%, respectively. The training time for MRMR-ELMs 
was 508 seconds, and the testing time was 0.6 seconds. 
Experimental data illustrated that in the IEEE-39 node 
system, the MRMR-ELMs algorithm had high evaluations in 
all three metrics. When the confidence threshold was in its 
strictest state, the evaluation accuracy would decrease. When 
the confidence threshold was relatively loose, the evaluation 

accuracy would reach its highest level. If the confidence 
threshold was too loose, the evaluation accuracy would also 
decrease. The confidence threshold was optimal at the 
intersection of confidence and evaluation accuracy, with an 
optimal confidence threshold of 80. The ELM quantity 
remained between 350 and 400, and the model evaluation 
accuracy was optimal. The MRMR-ELMs model had the 
highest evaluation accuracy, and compared to other 
algorithms of the same type, MRMR-ELMs had superior 
performance. The MRMR-ELMs model had the least 
training and testing time, indicating that the MRMR-ELMs 
model had stronger data processing capabilities compared to 
other models. In large-scale power systems, due to the 
complexity and variability of system states, certain states 
may exhibit many highly nonlinear features. In such a 
complex feature space, the features of some samples may 
overlap with those of other samples, making it difficult for 
the model to correctly determine their state. To address this 
issue, research will ensure a more balanced ratio of normal 
and fault state samples during dataset construction. By 
increasing the sample size under fault conditions, the model 
can learn the features of different states more 
comprehensively, improving its ability to identify fault. The 
model adopts a multi-level evaluation architecture, with each 
layer conducting in-depth evaluations based on the 
complexity of input information and sample characteristics. 
This design allows the model to flexibly adjust the structure 
of each layer according to changes in the amount of input 
data, adapting to larger datasets; Using the MRMR 
algorithm for feature selection enables the model to 
effectively screen out features that are closely related to the 
target variable and have low redundancy. When dealing with 
complex systems, the feature set can be dynamically 
adjusted according to different input conditions and sample 
features, which improves the adaptability of the model in 
changing environments. However, its practical application 
effect still needs to be verified on more diverse real-world 
data sources. At present, the data sources used are relatively 
limited. Future research may consider introducing smart 
meters, real-time monitoring data, and other related data 
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sources to further improve the accuracy and adaptability of 
the model. 
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