
Community detection in weighted networks is a critical task in network science, where understanding the
structure and strength of relationships between nodes is essential. In this study, we introduce an innovative
approach that utilizes complex networks and the k_core method to enhance community detection. Our
proposed bi-objective model aims to simultaneously discover non-overlapping communities while ensuring
that the degree of similarity remains below a critical threshold to prevent network degradation. By leveraging
the k_core structure, we can detect tightly interconnected node groups, a concept particularly valuable in edge-
weighted networks where different edge weights indicate the strength or importance of node relationships.
Beyond maximizing the count of k_core communities, our model seeks a homogeneous weight distribution
across edges within these communities, promoting stronger cohesion. To tackle this challenge, we implement
two multi-objective algorithms: Non-dominated Sorting Genetic Algorithm II (NSGA-II) and Multi-Objective
Simulated Annealing (MOSA) algorithm. Both algorithms efficiently identify non-overlapping communities
with a specified k degree. The results of our experiments reveal a trade-off between maximizing the number of
textitk_core communities and enhancing the homogeneity of these communities in terms of their minimum
weighted interconnections. Notably, the MOSA algorithm outperforms NSGA-II in both small and large
instances, demonstrating its effectiveness in achieving this balance. This approach sheds light on effective
strategies for resolving conflicting goals in community detection within weighted networks.

1. Introduction

Complex networks are abstract representations of inter-
connected systems in which individual components,
referred to as nodes or vertices, are linked by relation-
ships or connections known as edges or links. These
relationships can take on diverse meanings depend-
ing on the context, such as representing friendships
in social networks, neural connections in the brain,
protein interactions in biological networks, or routes
in a road network, among other possibilities. Complex
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networks are characterized by their intricate and non-
trivial structures, often displaying distinct patterns of
connection and organization. These patterns can sig-
nificantly influence the behavior and dynamics of the
system under study [1].

Real-world systems can exhibit significant complex-
ity, but representing them as networks simplifies their
underlying structure and reveals novel patterns. This
approach facilitates the identification of communities,
key nodes, critical paths, and other structural patterns
that can profoundly impact the functionality of the
system [1–5].

One of the most significant contributions of complex
networks is their capacity to support informed
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decision-making and provide a versatile framework
applicable across a broad spectrum of disciplines. This
versatility fosters communication and collaboration
among various fields.

Detecting communities involves breaking down the
network into fundamental blocks, offering valuable
insights into the system. However, due to the absence
of a precise and universally accepted definition of
what constitutes a community, traditional definitions
rely on edge counts (internal and external). This
implies that vertices within a community exhibit
stronger connections with other members of the same
community and weaker connections with vertices
outside of it. Consequently, a pattern of preferential
binding emerges among vertices within the same group
[5–7].

This concept finds specific applications in various
domains. For instance, it can be used to identify geo-
graphically proximate customer groups to enhance ser-
vice performance [8], offer personalized recommenda-
tions to users based on the recorded behaviors and
preferences of their close social network, model the
spread of diseases [9, 10], identify opinion leaders in
social networks, and optimize transportation routes
in complex networks, among countless other potential
applications.

Its boundaries also allow nodes to be classified
according to their structural position. Nodes with a
central position can have an important control and
stability function, while nodes located on the bound-
aries between groups allow information mediation and
exchanges between different communities. [11].

Fortunato in [7] shows some structural criteria that
allow identifying a community in a network, where
one of them is determined by the extraction of dense
structures from large graphs; it has emerged as a key
for graph mining in a variety of scenarios among which
are complete mutuality (clique) where the group is
a complete subgraph (everyone is known within the
group) and the frequency of links between members
is (k_core) which means that all members of the group
have ties to at least k other members.

The kernel k of a graph is defined as a maximum
subgraph in which each vertex has at least k neighbors
within that subgraph. The set of all k-kernels of a graph
G forms the central decomposition of G [12].

"Determining if a graph includes a nearly complete
subgraph of 1/2 of order at least k is considered NP -
complete", and community detection is an unsuper-
vised learning task, and we cannot know what the
quantities of interest for the analysis are; it is known to
be NP-hard [7], which means that an efficient solution
has not been found to solve it.

A great variety of algorithms and methods have been
used. It emerged that benchmark graph comparison
is often implemented with a particular form of

community structure that is selective and ranked based
on the mathematical techniques which are:

• Divisive and Agglomerate Methods [13]

• Hierarchical Methods [14, 15]

• Methods Based in Optimization [5, 16–20]

• Methods Based on Role Detection[21, 22]

• Methods Based on Game Theory [23, 24]

• Spectral Decomposition [25, 26]

The choice of approach will depend on the research
question and the particular aspects of the network
and its communities. In many cases, exploring various
approaches and comparing their results may be helpful
to gain a fuller understanding of the network’s
structure and the communities it contains.

Usually, methods focus on optimizing a single quality
function; the most used of them is introduced by
Newman and Girvan [13, 27]. On the other hand,
modularity is a metric used to measure the quality
of community partitions in graphs. However, single-
maximization of modularity can lead to insignificant
community partitions, while maximizing the number
of communities can excessively fragment the graph. In
this context, we propose a biotargeted approach that
balances the number of detected communities and the
quality of the partitions by maximizing the number of
communities and modularity.

1.1. Justification
In the field of community detection, the primary
objective is to pinpoint subsets of nodes within a graph
that exhibit denser interconnections among themselves
than with the broader network. Modularity serves as
a widely adopted metric for evaluating the quality of
community partitions in graphs. However, a singular
emphasis on maximizing modularity can sometimes
yield community divisions that lack significance, while
an exclusive focus on maximizing the number of
communities may overly fragment the graph.

In light of these challenges, we propose a novel bi-
objective approach to achieving a balance between the
number of identified communities and the quality of
the partitions. This approach entails simultaneously
maximizing both the number of communities and
modularity.

The exclusive pursuit of modularity maximization
can frequently yield partitions characterized by large
and heterogeneous communities, rendering it challeng-
ing to interpret the inherent data structures. Con-
versely, a sole emphasis on maximizing the number
of communities can result in excessively fine-grained
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partitions, potentially obscuring the intrinsic cohe-
sion of certain communities and leading to the over-
identification of random structures.

By adopting a bi-objective approach, we address the
imperative of uncovering partitions that are not only
meaningful but also representative of the underlying
graph relationships. Striking a balance between the
number of communities and modularity allows us to
pinpoint smaller yet coherent subgroups within the
graph, shedding light on both local interactions and
broader network connections.

2. Description of the Problem
Given a graph G = (V , E) with similarity values (si,j )
associated with edges (ei,j ) each edge with weight (wi,j )
and a positive integer k called "degree," which allows
forming a "k_core." The objective is to find a set of
edges (ei,j ) that, when removed from G, generate two
sets of subgraphs G : {g ∪ η} that satisfy the following
conditions:

g , ∅

g ∩ η = ∅

g = g1 ∪ g2 ∪ . . . ∪ gM

gl : {vgl , Egl } ∀ l = 1, 2, 3, . . . ,M

gl ∩ g ′l = ∅ ∀ l , l′ ∀ l = 1, 2, 3, . . . ,M ∀ l′ = 1, 2, 3, . . . ,M

gl is connected ∀ l = 1, 2, 3, . . . ,M

| vgl |≥ k + 1 ∀ l = 1, 2, 3, . . . ,M

δ(vgli ) ≥ k ∀ l = 1, 2, 3, . . . ,M ∀ i = 1, 2, 3, . . . , n

The primary objective is to maximize M (the number
of communities) and maximize the minimum value of
the function Q over the set M.

2.1. Mathematical Model
Maximize (z1) : M (1)

Maximize (z2) : Q (2)

s. t.

W =
n∑
i=1

n∑
j=1,i,j

wij (3)

ai =
n∑

j=1

wi,j ∀ i = 1, 2, 3, . . . , n (vertex weight i) (4)

vgl =
n∑
i=1

xi,l = 0 ∀ l = 1, 2, 3, . . . ,M (5)

Ql =
1
W

 V∑
i=1

V∑
j=1,i,j

yi,j,l · wi,j −
∑V

i=1(xi,l · (ai)2)
4W

 (6)

Q ≥ Ql ∀ l = 1, 2, 3, . . . ,M (7)

M∑
j=1

xi,l + ηi = 1 ∀ i = 1, 2, 3, . . . , n (8)

n∑
i=1

xi,l ≥ k + 1 ∀ l = 1, 2, 3, . . . ,M (9)

n∑
j=1

yi,j,l ≥ k · (xi,l) ∀ i = 1, 2, 3, . . . , n ∀l = 1, 2, 3, . . . ,M

(10)

gl is connected ∀ l = 1, 2, 3, . . . ,M (11)

M is a positive integer (12)

xi,l =

1; if node i belongs to subgraph l

0; otherwise
(13)

yi,j,l =

1; if nodes i and j are in the same subgraph l

0; otherwise
(14)

ηi =

1; if node i is not assigned to any subgraph
0; otherwise

(15)
Based on the above, the equation (3) calculates the

total weight W of the graph G by summing the weights
of all edges. It ensures that the sum of edge weights is
computed correctly.

Equation (4) calculates the weight ai of each vertex
i by summing the weights of the edges connected to
that vertex. It computes the total weight associated with
each vertex.

For each subgraph gl , the equation (5) ensures that
the sum of the decision variables xi,l for all nodes i
within that subgraph is equal to zero. In other words, it
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guarantees that each node is either part of one subgraph
or none (ηi is used to account for unassigned nodes).

Equation (6) defines the quality function Ql calcula-
tion for each subgraph gl . The quality function Ql rep-
resents the trade-off between the edge weights within
the subgraph and the sum of squared vertex weights. It
is used to assess the quality of each community.

Equation (7) enforces that the overall quality Q of
the partitioned communities must be greater than or
equal to the quality Ql of each individual subgraph gl .
It ensures that the overall quality is not worse than the
quality of the worst subgraph.

For each node i, this equation (8) ensures that either
it is assigned to one of the subgraphs (xi,l = 1) or it is
unassigned (ηi = 1). It guarantees that each node has a
unique assignment.

For each subgraph gl , the equation (9) ensures that
the sum of the decision variables xi,l for all nodes i
within that subgraph is greater than or equal to k + 1.
This requirement enforces that each subgraph has at
least k + 1 nodes.

Equation (10) enforces that for each node i assigned
to subgraph gl , the sum of the decision variables yi,j,l for
all nodes j within that subgraph is greater than or equal
to k times the assignment variable xi,l . It guarantees that
the degree of each node within a subgraph is at least k.

Equation (11) ensures that each subgraph gl is
connected, meaning a path exists between any pair of
nodes within the subgraph. It ensures the connectivity
of each community.

Equation (12) specifies that M is a positive integer,
representing the number of communities. It restricts the
solution space to positive integer values for the number
of communities.

3. Related work

Numerous methods have been employed to identify
communities within complex networks. In our research,
we are dedicated to detecting non-overlapping com-
munities in weighted networks, emphasizing achieving
maximum homogeneity. The utilization of the k_core
concept has been prevalent due to its ease of implemen-
tation and its solutions in polynomial time.

During our comprehensive literature review, we
observed that one of the most frequently used
metrics is modularity, employed as a single-objective
evaluation measure to assess the quality of community
partitions. However, modularity accounts for both
internal and external links, representing two conflicting
objectives. On one hand, it seeks to maximize the
number of internal links within communities, while,
on the other hand, it aims to minimize the number
of external links connecting nodes from different
communities. To address this challenge, a diverse range

of multi-objective algorithms has been applied, with
Evolutionary Algorithms being a prominent choice.

Then, in table 1 and table 2, we briefly introduce
some relevant works that bear a connection to our
research objectives.

3.1. Information Mapping
Seventy-two articles were analyzed for bibliometric
analysis, which are presented in table form in the Annex
section.

Figure 1. Network of Words

Figure 1 presents the bibliometric information in the
form of a complex network, where the largest nodes
represent the topics that have been rigorously and
comprehensively analyzed, reflecting the intellectual
depth of our study. These nodes can represent authors,
theoretical tools, practical resolution tools, concepts,
words, among others.

These topics of interest can be grouped into
communities or families, as shown in the following
figure 2.

Figure 2 shows the communities obtained from
the network of topics mentioned in the bibliometric
analysis, forming families related to particular topics;
among them, two stand out, as shown below.
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Author Brief Summary Main Contribution
Guimera
and Nunes
Amaral,
2005 [28]

They employed a simulated annealing algorithm (SA)
to discover functional modules in complex metabolic
networks, maximizing the network’s modularity and
reliably identifying modules in a network where nodes
have up to 50% of their connections outside their own
module. They found that typically 80% of nodes are only
connected to other nodes within their respective modules,
and that nodes with different roles are affected by different
evolutionary pressures and constraints.

Identification and characterization
of functional modules in complex
metabolic networks using a simulated
annealing algorithm.

Shi et al.,
2012 [29]

They introduced a multi-objective evolutionary algorithm
for community detection (MOCD) that utilizes the corre-
lation between objectives to enhance results compared to
single-objective optimization algorithms.

Introduction of a multi-objective
approach to community detection
in complex networks, significantly
improving result quality compared
to single-objective optimization
methods.

Amiri et al.,
2013 [30]

They proposed a multi-objective optimization algorithm
based on the improved firefly algorithm to discover
community structure in complex networks. They used
self-adaptive probabilistic mutation strategies and a
chaotic mechanism to enhance the algorithm’s overall
performance.

Development of an efficient algorithm
for community detection in complex
networks, demonstrated to be effective
on real-world and synthetic datasets.

Wen et al.,
2016 [31]

Proposed a maximal clique-based multi-objective evolu-
tionary algorithm (MOEA) for overlapping community
detection. The algorithm uses maximum cliques from
the original graph as nodes, allowing multiple maximum
cliques to share the same nodes of the original graph. This
approach enhances the accuracy of detecting overlapping
community structures while reducing computational cost.

Introduction of a novel MOEA for
detecting overlapping communities,
providing more accurate results with
lower computational complexity.

Tian et al.,
2019 [32]

Introduced a fuzzy multi-objective evolutionary approach
for overlapping community detection. They optimized
central nodes called "cmediod" using a MOEA, automat-
ically determining the number of communities and opti-
mizing the fuzzy threshold of each node. This method
adapts to networks with varying degrees of overlap with-
out predefined parameters.

Development of a fuzzy multi-
objective evolutionary method
for detecting diverse overlapping
community structures, adaptable
to networks with different overlap
degrees.

Bara’a et al.,
2021 [33]

Presented a review of heuristics and meta-heuristics for
community detection in complex networks. Introduced
new taxonomies for community detection algorithms,
including hybrid meta-heuristics and hyperheuristics, as
a basis for designing more effective algorithms in the field.

Contribution of a comprehensive
review linking community detection
approaches based on heuristics and
meta-heuristics, with new taxonomies
for algorithm categorization.

Qing, Huan,
2023 [34]

Proposed an approach that combines weighted modular-
ity with spectral clustering to estimate the number of
communities in weighted networks. The method deter-
mines the number of communities by increasing them
until weighted modularity no longer increases, accom-
modating negative edge weights and signed networks.
Demonstrated superior accuracy in estimating the number
of communities.

Development of an accurate method
for estimating the number of com-
munities in weighted and signed net-
works, outperforming existing meth-
ods.

Table 1. Related Work .
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Author Brief Summary Main Contribution
Li, 2023 [35] Utilized a particle swarm-based multi-objective decom-

position optimization (MODPSO) algorithm for detect-
ing overlapping communities. Addressed the contradic-
tion between dense internal connections and sparse inter-
group connections in communities. Used the k_core to
generate initial solutions for faster network partitioning.

Introduction of a particle swarm-
based MODPSO algorithm for detect-
ing overlapping communities, resolv-
ing the contradiction between internal
and inter-group connections.

Zhu et al.,
2023 [36]

Formulated the community detection problem as a bio-
objective optimization problem based on modularity,
divided into multiple sub-optimization problems using
the MOEA/D framework. Employed different crossover
operators for each stage and an external population to
improve community partitioning results. Demonstrated
the effectiveness of the TSMOCD method but acknowl-
edged limitations for evaluating overlapping and large-
scale communities.

Development of a two-stage multi-
objective evolutionary algorithm
(TSMOCD) for community detection,
effectively improving community
partitioning results.

Zhang, 2023
[37]

Proposed a macro-micro population-based co-
evolutionary multi-objective algorithm called MMCoMO
for community detection in complex networks. Designed
to achieve a better trade-off between exploration and
exploitation.

Introduction of a macro-micro
population-based co-evolutionary
algorithm (MMCoMO) for community
detection, balancing exploration and
exploitation in complex networks.

Table 2. Related Work

Figure 2. Community
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(a) Optimization

(b) Community Detection

Figure 3. Important Topics

Figure 3 unveils the most exciting findings of
our study-the two most prominent groups. The
black group in figure 3a encompasses the most
frequently mentioned "optimization" related elements,
a significant discovery due to their importance in the
field. The orange group in figure ef partition reveals the
elements related to "cuts, partitions or groups", a novel
insight that sheds light on the analysis of non-overlap
communities.
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Figure 4. Word Cloud Analysis

Figure 4 represents a cloud of the words most
frequently mentioned in the articles reviewed.

Figure 5 is a word cloud with the twenty words that
appear most frequently in the articles reviewed in the
bibliometric analysis, in relation to whether they have
been cited or not.
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Figure 5. Word Clouds

In Figure 6a and 6b, the circle in the center
represents the year the oldest paper was published,
while each additional circle represents a subsequent
year. In this specific case, the central circle represented
1977, while the outermost circle represented 2023,
illustrating the evolution of research in community
detection over time.In the radial stacked graph, the
circle in the center represents the year the older paper
was published; conversely, the circle more eccentric
represents the present year. In the Figures 6a and 6b,
the size of the bar in each circle involves the frequency
of use of each word.

Principal Figures 6a and 6b show the twenty concepts
more frequently used in the literature. Figure 6a
considers the impact of citation in each paper on
the use of words, while that Figure 6b to only often
represents words. There are several difference between
both figures. One principle is that concepts such as
optimization overlap communities are presented.

Both graphs show the development of the concepts
over time, when the frequency and number of citations
are considered, there are certain concepts that are seen
with greater weight prevailing over time, so if the
researcher relies on the number of citations could be
biasing your search in a certain sense, however when

7
EAI Endorsed Transactions on

Industrial Neworks and Intelligent Systems
 | Volume 11 No.4 | 2024



community

network

algorith
m

no
de

gr
ap

hm
et

ho
d

nu
m

be
r

st
ru

ct
ur

e

de
gr

ee

gr
ou

p

pa
rti

tio
n

bench
mark

value

size

link

modularity

large

detection

edge

find

different

individual

inform
ation

param
eter

m
odel

social

cluster

time

association

phys

(a) Flower 20 Words With Cites

community

network

algorith
m

no
de

de
te

ct
io

n

m
et

ho
d

st
ru

ct
ur

e

m
od

ul
ar

ity

gr
ap

h

nu
m

be
r

ba
se

so
cia

l

result

value

edge

time

propose

cluster

two

com
plex m

odel partition

different

good
set

optim
ization

inform
ation

approach

individual

overlap

(b) Flower 20 Words Without Cites

Figure 6. Radial Stacked Graph

only frequency is considered, new concepts emerge
that show you a better picture of where to direct your
research.

4. Materials and Methods
The proposed methodology comprises several key
stages. Initially, we devised a bi-objective mathematical
model tailored for detecting communities within a
weighted network. The primary objective of this
model is to generate the maximum possible number
of k_core partitions while emphasizing homogeneity.

Importantly, the model also incorporates safeguards to
ensure that the specified degree parameter does not
lead to network degradation. The second phase of our
methodology involves the practical implementation of
two multi-objective algorithms.

These algorithms were chosen based on their well-
established track record in the literature, known for
their capacity to yield high-quality solutions:

• Non-dominated sorting genetic algorithm II
(NSGAII)

• Multi-objective simulated annealing algorithm
(MOSA)

Finally, we conduct a comparative analysis of the
algorithms implemented in this study. The assessment
centers on evaluating the quality and effectiveness of
the solutions generated by these algorithms.

4.1. Implementation of algorithms
In this section, we describe the implementation of the
two multi-objective algorithms selected for our study,
namely, the Non-dominated sorting genetic algorithm II
(NSGAII) and the multi-objective simulated annealing
algorithm (MOSA). These algorithms have been chosen
for their well-established reputation in generating high-
quality solutions in various research domains. We
provide insights into their configuration, parameters,
and integration into our methodology for community
detection in weighted networks.

Representation of the solution. Give a network
G = (V, E) with V {1, 2, 3, 4, 5, 6, 7, 8} and E
{(1, 2), (1, 3), (2, 3), (2, 4), (3, 5), (4, 5), (4, 6), (4, 7), (5, 6),
(5, 7), (6, 7), (7, 8)} as the figure 7, and is requested
to generate non-overlapping communities as
homogeneous as possible of a certain degree of
similarity k=2 for example.

1 2

3 4 5

6 7 8

Figure 7. Basic Example For The Network.

The first step consists of eliminating all those nodes
that do not comply with having the required degree
k, therefore their connections, if they exist with other
nodes, also disappear. Following the example above, the
solution is represented as a vector as in [29], where each
position represents a node and genotype represents one
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of its neighboring nodes to which it is attached by an
edge.
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Figure 8. Representation For Solution Algorithm.

This representation can generate cuts in the original
network and generate communities (clusters or mod-
ules).which is represented with a vector as shown in
Figure 10.Where the genotype represents the commu-
nity to which each node belongs.

1 2

3 4 5

6 7

Figure 9. Representation For Solution Algorithm.
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Figure 10. Representation For Solution as a M Related
Component

Once the cut is made and the communities are
formed, we proceed to check if the communities comply
with being k_core communities, therefore each node
must have at least k links with other nodes in its
community.

1 2

3 4 5

6 7

Figure 11. Representation of Final Solution Network.

An NSGAII algorithm is implemented to solve
the problem of detecting non-overlapping k_core
communities, which begins by generating a population
of solutions whose coding was discussed previously.

Algorithm 1 NSGAII Implementation
Input: adjacency matrix Ai,j , read the number of nodes
N from Ai,j , required degree k, population size P ,
number of iterations Ni, mutation rate Tm

Initialization

1. A random matrix of initial solutions is generated
Sini(M,Q)
for i=1:P do

for j=1:N do
Sini(i, j)= rand(1, N );

2.The labels of all nodes neighboring each node will
be represented by a relationship matrix.

3.Each individual of the population of initial
solutions Sini contains at least k assigned nodes, it is
verified that the set is connected and the is checked that
each group cardinality (number of unassigned nodes)
and the average weight is returned.

4.The fast no dominated sort approach is calculated
for the set of solutions.

5.The crowding distance is calculated

6.Start genetic algorithm
for i=1:Ni do

7.Two parent vectors (P1 and P2) chosen per tour-
nament are generated with the use of the ranking
by Pareto fronts (Non-Dominated Classification):
obtained from 4 and crowding distance obtained
from 5.

8.Each pair of parents (P1 and P2) carry out the
crossing process in which they combine their genes
to generate two new solutions called children. Child
1 (H1) receives the first half of the genes from P1 and
the second half from P2, and child 2 (H2) receives the
first half of the genes from P2 and the second half
from P1.

9.For each child, the mutation process is carried
out for the entire chain,if a randomly generated
number is less than the mutation rate Tm, that gene
is maintained otherwise.

10.Both from the entire population of parents
and children the best individuals of the initial
population size (P) are chosen.

11.Steps 4 and 5 are repeated.
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A multi-objective simulated annealing algorithm
(MOSA)is implemented and begins by generating an
initial population of solutions; the method Das &
Dennis in [38, 39] is used for scoring several Pareto
optimal points for a general nonlinear multi-criteria
optimization problem, for generating distributed points
on the Pareto front, such points collectively capture the
trade or among the various with conflicting objectives,
because it allows generating a series of points uniformly
distributed in space, allowing more than two objectives
to be handled. In addition, it uses Deb’s criteria to
replace the best solutions.

Algorithm 2 MOSA Implementation
Input: Adjacency matrix Ai,j , read the number of nodes
N from Ai,j , required degree k, population size P , initial
temperature Ti , final temperature Tf , temperature drop
criteria (α) and generations

Initialization
1. A random matrix of initial solutions is generated Sini
(M,Q)
for i=1:P do

for j=1:N do
Sini(i, j)= rand(1, N );

2.The weights are generated that represent the
relative importance of each objective, with respect to
the rest, which allow the multi-objective problem to
be treated as a single-objective evaluation through a
weighted sum.

3. Each individual of the population of initial
solutions:

1) Maximize number of k_core groups found

2) Maximize the minimum modularity.

4.For each solution, its objective will be multiplied by
its corresponding weight,understood as a weighted sum
of both objectives.

5.T=Ti

4.2. Required Materials
An instance generator was used, which is available at:
https://github.com/eXascaleInfolab/LFR-
Benchmark_UndirWeightOvp. This program is an
implementation of the algorithm described in the
article "Directed, Weighted and Overlapping Reference
Graphs for Community Detection Algorithms"[40, 41].

The generator returns a network file, which is a list of
source-destination nodes with relative weight.

To test our algorithms we vary the degree k giving
a maximum, average and minimum value. That allows

6.Start simulated annealing algorithm. while T ≥ Tf do

for i = 1 : generations do

7.for each individual in the population a
neighbor is generated, resulting in a neighboring
population.

8.The best objective function (BFO) vector is
saved that corresponds to the (Sini), whose value
is equal to the weighted sum of its objectives.

for j=1:population do
9.The difference between the neighboring
solution (NS) and the (BFO)

10.The metropolis △T temperature drop
criterion is calculated △T =(NS − BFO)/T

if NS best than BFO then
11.The individual of the (NS) replaced
Sini

else
12.A random value is generated between
{ 0 and 1} and if it is less than △T the (NS)
replaced Sini

if BSO < NS then
13.The population of BSO is replaced to
the Sini population

else
14.A counter is used that is updated and
when it meets a criterion, the population
of Sini is replaced by the BSO population

15. The best global solution (BGS) population
is replaced by the BSO population found

16.The temperature is updated T = T ∗ α

17. The best global solution (BGS) population is
obtained

us to find the maximum number of communities and
that the minimum modularity of said communities is
maximum, for each of the instances which are shown in
the following table 3.

5. Results
For both the MOSA and NSGAII algorithms, a
series of twenty experiments were conducted. In each
experiment, we meticulously sought the twenty best
fronts, and from these, we derived an ideal front
for each of the implemented algorithms. These ideal
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Experimental parameters k_core variations
N k max k mean k min
25 2 1 1
50 3 2 1

100 7 5 1
200 14 10 1
300 15 10 1
500 13 8 1

Table 3. Parameters k_core

fronts serve as invaluable benchmarks for discerning
the maximum attainable number of non-overlapping
communities with a degree of k, all while striving for
maximum homogeneity. Our overarching goal was to
maximize the minimum modular weight, ensuring that
the identified communities are as coherent and well-
defined as possible.

(a) N=25, k=2 (b) N=25, k=1

(c) N=50, k=3 (d) N=50, k=1

Figure 12. Small Instances (NSGAII Vs MOSA)

As depicted in Figure 12, it becomes evident that in
instances where the selection is close to the maximum
average degree k of the network, the MOSA consistently
yields superior results. Specifically, for cases with
N = 25 and N = 50, the MOSA outperforms the
NSGAII algorithm. For N = 25, the MOSA successfully
identifies four communities, whereas the NSGAII only
manages to detect one. Similarly, when N = 50, the
NSGAII struggles to uncover even a single community,
almost as if the increase in degree k renders the network
indistinct. In contrast, the MOSA excels by identifying
three communities in this scenario.

On the other hand, as the degree k tends toward its
minimum, we observe a more nuanced behavior, with
both algorithms adapting to the network conditions
and identifying an increased number of communities.
It’s worth noting that for N = 25, MOSA remains
superior, showcasing its adaptability. For N = 50,
NSGAII performs marginally better, albeit with only a
slight advantage over MOSA, further highlighting the
versatility of both algorithms.

(a) N=100, k=5 (b) N=100, k=1

(c) N=200, k=10 (d) N=200, k=1

(e) N=300, k=10 (f ) N=300, k=1

Figure 13. Medium Instances (NSGAII Vs MOSA)

As depicted in Figure 13, it can be seen that when
the selection is close to the maximum average degree k
of the network with N = 100, both MOSA and NSGAII
show the same performance. However, both NSGAII
and MOSA obtain two communities for N = 100,
N = 200, and N = 300. However, MOSA consistently
produces superior results with N = 200 and N = 300.
While the MOSA is usually better than NSGAII when
it approaches the average degree k for the detection of
three communities when we begin to reduce the degree
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k and the number of nodes increases, the NSGAII tends
to produce more favorable solutions than the MOSA,
thanks to it is relatively smoother convergence behavior.

In essence, the choice between the MOSA and
NSGAII appears to be influenced by the network’s
specific characteristics and desired outcomes, with
each algorithm demonstrating its strengths in different
scenarios.

(a) MOSA N=500

(b) NSGAII N=500

(c) MOSA vs NSGAII N=500

Figure 14. Long Instances (NSGAII Vs MOSA)

Figure 14 shows the case of the most significant
instance used in our experimentation; we observed
noteworthy behavior patterns. Specifically, when the
degree k closely aligns with the average degree, the
MOSA consistently outperforms the NSGAII, yielding
superior results. However, as we relax the similarity
degree, a different trend emerges.

When we set k = 1, an interesting shift occurs.
The NSGAII begins to exhibit enhanced performance,
achieving superior results compared to the MOSA. The
NSGAII manages to identify four communities in this
scenario, surpassing the MOSA, which only identifies
seven communities. Notably, the last four communities
identified by the MOSA exhibit lower performance than
the NSGAII.

A distinctive feature of the NSGAII is its Pareto
front, which showcases a broad spectrum of solutions
as the number of communities increases. This is in
contrast to the MOSA, where an increase in the number
of communities results in a decrease in modularity.
However, the NSGAII performance curve in this
regard is notably smoother compared to the MOSA,
highlighting its ability to explore a broader range of
solutions efficiently.

To evaluate the performance of our two multi-
objective techniques, MOSA and NSGAII, the following
indicators were used: the hyper-volume, the Solow-
Polasky (SP), and the inverted generational distance
(IGD), as used in [42]. The results are presented in the
following table 4.

Hyper-volume measures the quality of a solution in
terms of the amount of space it spans in the target space.
In this case, when we compare MOSA vs NSGAII, the
technique that obtains the highest value of HV shows
better performance in terms of solution quality. While
(IGD) measures how close the solutions generated by
a technique are to the true Pareto set, a lower value
of IGD indicates that the technique produces solutions
that are closer to the true Pareto set in terms of
inverse generational distance, which is considered a
good indicator of quality. The SP is used to evaluate
sustainability in multi-objective problems; in this case,
a higher value is usually more effective in terms of
sustainability according to the SP metric.

12
EAI Endorsed Transactions on

Industrial Neworks and Intelligent Systems
 | Volume 11 No.4 | 2024



N
od

os
k

H
V

-M
O

SA
H

V
-N

SG
A

II
SP

-M
O

SA
SP

-N
SG

A
II

ID
G

-M
O

SA
ID

G
-N

SG
A

II
M

O
SA

N
SG

A
II

25
2

0.
00

23
27

3
*

0.
00

02
03

76
*

0.
05

69
63

*
✓

25
1

0.
00

02
55

24
0.

00
01

82
63

1.
11

E
-0

6
6.

91
E

-0
7

0.
13

71
5

0.
00

60
95

9
✓

50
3

0.
00

53
22

7
*

5.
84

E
-0

5
*

0.
00

23
37

3
*

✓
50

2
0.

00
53

22
7

0.
00

07
41

31
0.

00
02

57
95

3.
91

E
-0

6
0.

00
53

19
9

0.
00

07
41

01
✓

50
1

0.
00

04
06

73
0.

00
10

06
7

0.
00

19
81

2
1.

20
E

-0
6

0.
08

03
49

0.
16

90
5

✓
10

0
7

0.
05

*
0.

05
27

*
*

*
✓

10
0

5
*

*
3.

11
E

-0
5

1.
75

E
-0

5
7.

78
E

-0
6

4.
37

E
-0

6
✓

✓
10

0
1

0.
00

06
62

48
0.

00
23

59
5

2.
86

E
-0

5
3.

59
E

-0
6

0.
04

39
98

0.
19

42
6

✓
20

0
14

*
*

*
*

*
*

20
0

10
*

7.
71

E
-0

5
0.

00
02

39
08

1.
08

E
-0

3
5.

98
E

-0
5

0.
00

02
94

67
✓

20
0

1
0.

00
13

09
2

0.
00

34
02

4
0.

00
49

39
1

5.
45

E
-0

6
0.

06
49

07
0.

26
81

6
✓

30
0

15
0.

05
*

0.
05

08
48

*
*

*
✓

30
0

10
*

0.
00

03
70

61
6.

67
E

-0
6

0.
00

14
62

1.
67

E
-0

6
0.

00
20

15
✓

30
0

1
0.

00
09

18
13

0.
00

38
19

6
0.

00
71

83
9

1.
03

E
-0

5
0.

02
97

81
2.

16
76

✓
50

0
13

*
*

*
*

*
*

50
0

8
0.

00
49

86
1

0.
12

29
7

0.
00

03
31

24
0.

18
20

8
0.

00
49

41
9

*
✓

50
0

1
4.

45
E

-0
5

0.
07

63
28

0.
00

20
55

0.
09

57
23

0.
00

84
37

5
*

✓

Table 4. Quality solutions

13
EAI Endorsed Transactions on

Industrial Neworks and Intelligent Systems 
 | Volume 11 No.4 | 2024



The table 4 indicates that the MOSA technique
performs better in terms of solution quality for small
and medium-sized instances; however, in some cases,
NSGA-II excels in terms of the coverage of the
objective space. For the instance we consider large with
n=500 nodes, NSGAII generally demonstrates better
performance in terms of solution quality.

6. Discussion
A notable pattern emerges when analyzing the results
of cases where the degree k approaches the average
degree of the node. In such cases, the network reveals
at least two distinct communities. However, a detailed
effect becomes evident as we gradually decrease the
degree to its minimum value, k = 1. This effect allows
the detection of a broader range of communities.
Interestingly, as the number of communities increases,
modularity decreases. This trend is valid for both the
MOSA and NSGAII algorithms.

Furthermore, our findings suggest a nuanced per-
formance distinction between the MOSA and NSGAII
algorithms. The MOSA consistently demonstrates supe-
rior results for scenarios involving medium and small
instances. On the other hand, the NSGAII algorithm
tends to excel when faced with instances characterized
by medium-sized communities, in some cases showing
a greater number of solutions in the space. However,
the MOSA surpasses it in terms of the quality of the
solutions. The NSGAII Decreasing the degree of lay-
ers shows a coarse-grained filtering effect until more
communities are found, emphasizing the quality of the
solutions for the instance of n=500.These insights shed
light on the intricate dynamics of community detec-
tion in complex networks, illustrating how different
algorithms can better adapt to various scenarios of
community structures and sizes.

7. Conclusions
The Bi-objective model presented in this study offers
a powerful framework for community detection. It
identifies a maximum number of strong communities
of degree k where each forms a k_core. This approach
allows us to flexibly vary the node degree k while
maintaining a certain level of similarity. Ultimately,
we strive to detect non-overlapping communities that
are as homogeneous as possible. The overall goal is to
maximize the minimum modular weight within these
communities.

Furthermore, the communities obtained by imple-
menting the MOSA and NSGAII multi-objective algo-
rithms effectively serve their purpose, diligently delin-
eating non-overlapping communities while striving to
maintain homogeneity. From our experimentation, a
clear pattern emerges: MOSA excels for smaller and
medium instances, while the implemented NSGAII

algorithm proves to be more adept at handling larger
instances, while on some medium instances, it achieves
better quality due to its distribution in the space of
solutions obtained, although the MOSA is superior
especially when the degree for generating solutions is
close to the average degree of the original network.

This work shows that adopting multi-objective
techniques for detecting communities within weighted
networks offers valuable information on the network
structure. When we reduce the degree of similarity k,
an effect similar to percolation can be observed, where
the network gradually dissolves, giving rise to a greater
number of smaller community structures compared to
the original network that retains the characteristic of
being k_core. Interestingly, when the degree exceeds
or equals the average degree of the network, there is
a potential risk of the network dissolving completely.
It is worth noting that the NSGAII algorithm can build
more communities as the degree k decreases, where the
decay curve is mainly governed by modularity. This
shows a smoother descent compared to MOSA. Due to
its inherent nature, it can sometimes get trapped in
local optima.
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8. Annex

ID Cite Year Citation
Art- 1 [43] 2023 0.00
Art- 2 [44] 2015 12.00
Art- 3 [45] 2022 3.00
Art- 4 [46] 2008 12903.00
Art- 5 [47] 2023 0.00
Art- 6 [48] 2012 38.00
Art- 7 [49] 2023 0.00
Art- 8 [50] 2019 151.00
Art- 9 [51] 2022 8.00

Art- 10 [52] 2023 2.00
Art- 11 [30] 2013 153.00
Art- 12 [53] 2022 2.00
Art- 13 [54] 2017 68.00
Art- 14 [55] 2021 463.00
Art- 15 [33] 2021 27.00
Art- 16 [56] 2023 2.00
Art- 17 [57] 2002 1587.00
Art- 18 [58] 2023 0.00
Art- 19 [59] 2016 125.00
Art- 20 [60] 2023 1.00
Art- 21 [61] 2017 5.00
Art- 22 [62] 2019 19.00
Art- 23 [63] 2023 3.00
Art- 24 [64] 2005 2010.00
Art- 25 [65] 2022 2.00
Art- 26 [66] 2016 1636.00
Art- 27 [67] 2022 3.00
Art- 28 [68] 2012 213.00
Art- 29 [69] 2022 2.00
Art- 30 [70] 2022 2.00
Art- 31 [71] 2020 5.00
Art- 32 [72] 2022 1.00
Art- 33 [73] 2022 0.00
Art- 34 [74] 2022 0.00
Art- 35 [75] 2014 262.00
Art- 36 [76] 2020 10.00
Art- 37 [77] 2008 3204.00
Art- 38 [78] 2009 2441.00
Art- 39 [79] 2021 56.00
Art- 40 [35] 2023 0.00
Art- 41 [80] 2015 76.00
Art- 42 [81] 2019 42.00
Art- 43 [82] 2021 32.00
Art- 44 [83] 2018 6.00
Art- 45 [84] 2009 49.00

Table 5. Dataset of the papers
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ID Cite Year Citation
Art- 46 [85] 2021 14.00
Art- 47 [86] 2023 2.00
Art- 48 [87] 2010 13.00
Art- 49 [88] 2014 63.00
Art- 50 [34] 2023 1.00
Art- 51 [89] 2023 0.00
Art- 52 [90] 2022 1.00
Art- 53 [91] 2023 27.00
Art- 54 [92] 2011 24.00
Art- 55 [29] 2012 171.00
Art- 56 [93] 2021 22.00
Art- 57 [20] 2023 0.00
Art- 58 [32] 2020 29.00
Art- 59 [94] 2015 121.00
Art- 60 [95] 2018 31.00
Art- 61 [96] 2023 1.00
Art- 62 [31] 2017 43.00
Art-63 [97] 2023 0.00
Art-64 [98] 2012 244.00
Art-65 [99] 2023 0.00
Art-66 [100] 2016 838.00
Art-67 [101] 2021 33.00
Art-68 [102] 1977 5911.00
Art-69 [103] 2020 9.00
Art-70 [37] 2023 0.00
Art-71 [36] 2023 0.00
Art-72 [104] 2017 53.00

Table 6. Dataset of the papers
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