Intelligent Distributed Data Storage for Wireless Communications in B5G Networks
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Abstract

With the continuous improvement of the fifth-generation (5G) communication networks and other network infrastructure and applications, and the continuous strengthening of the performance of edge computing terminals, billions of mobile and Internet of Things (IoT) devices are connected to the Internet, generating hundreds of millions of data bytes at the edge of the network. Taking beyond 5G (B5G) edge intelligent network as the research object, based on the deep integration of storage / computing and communication, this paper focuses on the theory and key technology of system data storage, so as to effectively support the related applications of B5G edge intelligent network in the future. Specifically, this paper analyzes the research status of data storage, studies the practical distributed storage computing system, and designs the corresponding flashback shift code and error correction scheme with low storage space overhead. The work in this paper can serve an importance guidance for the theoretical development of distributed data storage for B5G intelligent networks.
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1. Introduction

With the continuous improvement of the fifth-generation (5G) communication networks and other network infrastructure and applications [1–4], and the continuous strengthening of the performance of edge computing terminals, billions of mobile and Internet of Things (IoT) devices are connected to the Internet, generating hundreds of millions of data bytes at the edge of the network. Gartner predicts that by 2022, more than 80% of enterprise IoT projects will include AI components [5–8].

In the process of digital transformation, all walks of life will deploy intelligent edges at the most appropriate balance point [9–12]. The industrial demand from intelligent manufacturing, transportation, retail, energy, smart city and other aspects will become a huge source to promote the outbreak of the edge intelligent market after being superimposed with 10 billion level networking devices [13–15].

With the deployment of various intelligent edge devices, people began to pay attention to the landing of intelligent edge technology and how to solve the pain points of the industry [16–18]. In this process, how to make the edge more intelligent, and how to deploy intelligence to the “last mile” of the industry play an important role in the future network design.

At present, the traditional communication network still adopts the communication centric architecture, which is difficult to support the growing application demand of massive data computing [19–21]. There is an urgent need to deeply integrate communication and computing, and efficiently use the cross center data / computing power of the network to support the needs of massive applications in the future mobile communication network.

On the basis that 5G network focuses on enhancing the interconnection of everything such as mobile broadband, ultra reliable low delay communication and large-scale machine communication, mobile communication, IoT and other systems not represented by B5G/6G network need to be deeply integrated with artificial intelligence, have super strong communication, computing and intellectual capabilities, provide human machine thing intelligent connection of everything, and realize the comprehensive upgrade from information transmission to “information storage perception communication computing control integration”, In order to support intelligent applications of edge networks such as smart cities, industrial automation and autonomous driving, the application scenario of B5G edge intelligent network is shown in Figure 1.

Taking beyond 5G (B5G) edge intelligent network as the research object, based on the deep integration of storage / computing and communication, this paper focuses on the theory and key technology of system data storage, so as to effectively support the related applications of B5G edge intelligent network in the future. Specifically, this paper analyzes the research status of data storage, studies the practical distributed storage computing system, and designs the corresponding flashback shift code and error correction scheme with low storage space overhead. The work in this paper can serve an importance guidance for the theoretical development of distributed data storage for B5G intelligent networks.

2. Research progress of data storage

Efficient data storage is the basis of realizing B5G edge intelligent network. However, the large-scale growth of data volume has caused great pressure on the storage system, which has been deeply studied at home and abroad. First of all, in order to improve the utilization of storage resources, distributed storage (DS) based on network coding with the combination property (CP) has been widely used. The most common CP code is the maximum distance separable (MDS), which is widely used in the design of disk fault storage codes. Reed Solomon (RS) code is the most popular MDS code. However, RS code needs to perform encoding and decoding operations on a very large finite field, and its encoding and decoding process includes cumbersome steps such as linear combination and corresponding Gauss elimination (multiplication and division), resulting in high computational complexity, high power consumption and equipment overheating. Therefore, RS code is not suitable for application scenarios where big data is frequently read and written, or devices with limited decoding computing power and resources. Therefore, researchers are committed to implementing low complexity coding and decoding schemes in DS systems. At present, the mainstream...
technology is to reduce the size of the finite field and avoid the Gauss elimination steps included in decoding, that is, the time-consuming line ladder transformation and simple reverse iteration in the inverse process. If we can avoid the time-consuming step of line ladder transformation, we only need to reverse the iteration, which obviously can reduce the decoding complexity. The typical representative is zigzag decoding (ZD), whose decoding steps look like sawtooth. By using shift and add (SA) operation in the encoding process and ZD operation in the decoding process, sawtooth code avoids the inverse process of coefficient matrix in the decoding process, which can solve the problems of high decoding complexity and poor numerical stability. The disadvantage of ZD is that it introduces additional storage space overhead.

In view of the fact that the shift matrix of Inc-Diff code (Increasing Difference code) is a vandermond matrix and the shift value is incremented by row, its overhead is $m(k - 1)$. In order to further reduce the overhead, Cyc-Shift code is proposed on the basis of line cyclic shift. Cyc-Shift code determines the base vector according to the $(n,k)$ relationship, and uses the base vector to perform cyclic shift to obtain the shift matrix. The cost of Cyc-Shift code can be divided into two cases according to the size relationship between $m$ and $k$. When $m < k$, the overhead is $k(k - 1)/2$; When $m > k$, the overhead is $m(m - 1)/2$. The structure of this code is simple, but it has its limitations: Cyc-Shift code is only applicable to the scenario of $m \leq k$, when $m = k$, its overhead utilization reaches the maximum. When $m < k$, there is a certain overhead loss and low resource utilization. In order to make the cyclic shift code more widely used, researchers have constructed a full parameter $(n,k)$ CP-ZD code named ID-CS based on the properties of Increasing Difference (ID) and Cyclic Shift (CS). The difference between this code and Cyc-Shift code is that: firstly, the shift value of ID-CS code increases in the vertical direction rather than the horizontal direction; secondly, the cyclic shift operation is carried out on the matrix rather than on the row vector. In terms of parameters, ID-CS can be applied to any $(n,k)$ setting. However, in the case of $m < k$, the cost of this code is consistent with that of Cyc-Shift code, which can not reduce the cost loss. The existing CP-ZD code considers the problem of full parameters too much, and it is not applicable in the application scenario of $m < k$. As stated in the existing work, the size of $m$ is often between 20% and 80% of $k$. The size of $m$ is not suitable to be too large, which will waste resources. Therefore, in the scenario of $m < k$, especially for the edge nodes used by the edge intelligent network, it is necessary to design a coding framework with less overhead, which can not only solve the problem of high overhead of existing sawtooth codes in $m < k$, but also make the application of CP-ZD codes more universal. Specifically, the designed shift matrix is generally incremental. If we consider further increasing the decreasing mode of flashback, the overhead can be reduced by half, so as to significantly improve the system efficiency.

On the other hand, the separation of storage and computation will inevitably affect the efficiency of system intelligent training. General storage is to convert real numbers into finite fields and then store them in distributed coding. While the edge intelligent network needs frequent computation, it needs to frequently access data from the distributed storage system, and then needs frequent finite field and practical conversion. Therefore, the real data is directly distributed encoded and stored, so that direct calculation can be directly accessed and the calculation results can be decoded. This computing method is also known as coded distributed computing (CDC), and its computing results support resistance to straggler, so it can speed up computing in disguised form.

CDC is applied to the DNN training of intelligent network, and its coding redundancy is divided into two parts: on one hand, researchers use redundancy to resist the straggler problem, which is limited by the returned wrong calculation results, making the random gradient descent process deviate from the best target; On the other hand, researchers use redundancy to correct errors, which makes the scheme troubled by straggler. The work of these two aspects can not take into account both resistance to straggler and resistance to errors, which leads to the delay of training. How to give consideration to these two aspects at the same time for comprehensive design to obtain high-speed training should be studied. In addition, the above research is based on LC-CDC, while the research based on SAZD-CDC needs to be carried out. In terms of specific technology, the traditional error detection / correction decoding algorithm for LC coding in finite field is not suitable for real number calculation and the shift plus structure of CP-ZD code. The researchers designed an error detection / correction decoding algorithm in the early stage, but the algorithm is only applicable to one-dimensional CP-ZD codes in the binary domain without redundant packets, and its scope of application is relatively limited. For redundant packets and more complex two-dimensional CP-ZD codes in the real domain, it is urgent to carry out research on low complexity error detection / correction decoding in the real domain of the decoder.

3. Challenges on the data storage

From the analysis of the above research status, it can be seen that the existing research has carried out an in-depth study on the reliability, availability and
security of data storage, and conducted an in-depth analysis from multiple perspectives of exploring the improvement of storage efficiency and data update efficiency. From this point of view, it has been optimized in combination with storage coding and other technologies, which has significantly improved the performance of the storage system. These research works provide important reference and theoretical reference for the data storage of 5G edge intelligent network. However, 5G edge intelligence is applied in many application scenarios such as the IoT and industrial IoT, and the computing power and storage overhead of some network nodes are limited, which puts forward new requirements on the base matrix and storage overhead of storage code encoding and decoding. How to design a storage coding scheme with low encoding and decoding complexity, low overhead and real number domain for 5G edge intelligent network, greatly improve the storage efficiency and enhance the reliability and security of storage is a difficult challenge.

4. Feasible solutions to distributed data storage

Firstly, in order to reduce the memory code overhead, aiming at the problem that the existing CP-ZD code has high overhead in the case of \( m < k \), a low memory overhead codec framework is designed. Firstly, we should determine the base matrix according to the size relationship between \( n \) and \( k \), then reverse it from the second row to form the reverse matrix, and finally intercept the first \( m \) rows of the base matrix and the reverse matrix to form the final shift matrix. Therefore, this code is called Reverse Shift Code (Rev-Shift code). The Rev-Shift code adopts SA encoding and ZD decoding, which can prove that the code meets the CP-ZD property, and the low overhead of Rev-Shift code is verified by experimental simulation. In addition, shift leads to additional overhead (storage space overhead) and the performance bound of this overhead has not been described, resulting in the lack of a measure of code performance. Therefore, based on the necessary conditions of CP-ZD code, we should characterize the lower bound of the possible overhead of CP-ZD code, provide a measurement standard, prove the possibility of its existence, and verify the numerical stability of the code.

Secondly, the design of error detection and error correction of practical storage code is studied. Let \( h \leq N \) represent the number of returned results received by the master node. When all \( h = K \) calculation results are collected, decoding can be attempted, and the redundancy of the shift can be used to quickly detect errors before decoding. If the detection passes, ZD decoding will be performed and other layers will be advanced. If the detection fails, we should wait for the return of other calculation results, and use redundant packets (i.e. \( h > K \) calculation results) to try error correction decoding. If the error correction is successful, we should go to the next layer. If the error correction fails after collecting all \( N \), the layer recalculates. This scheme can maximize the advantages of resisting the straggler problem and ensure that the random gradient descent process is not driven away from the optimal target by a small number of errors and slows down the training.

We should design for error detection (\( h = K \)) scenario and error correction (\( h > K \)) scenario respectively. As mentioned above, for the convenience of description and graphic display, we take the encoding and decoding of vectors as an example. In addition, since the decoding operation of the multiplication calculation result is essentially the same as the decoding of the data packet before multiplication (with only one multiplier coefficient difference), the decoding of the data packet before multiplication is also described as an example for convenience.

For \( h = K \) (no redundant packets), we should design a low complexity fast error detection technology. The core idea is to use the redundant data introduced by the shift and the shift plus coding structure to obtain the constraints that should be satisfied between the data, and then detect whether there are errors according to the constraints. An example of one-dimensional CP-ZD system code is used to illustrate and assume that there is no truncation error. As shown in Fig. 2, data packets \( u_1 \) to \( u_3 \) with length \( T = 7 \) are encoded into \( v_1 \) to \( v_6 \) and decoded using \( v_4 \) to \( v_6 \) as an example. Arrange all 24 data from \( v_4 \) to \( v_6 \) in sequence, and then represent by \( y_1 \) to \( y_{24} \), and make the column vector \( y = (y_1, y_2, \ldots, y_{24})^T \). The coding relationship can be expressed as

\[
Gu = y,
\]

where the column vector \( u = (u_1, u_2, u_3)^T \) (assuming \( u_j \) is a row vector), and the \( 24 \times 21 \) dimensional matrix \( G \) contains only real elements 1 and 0. We can make elementary row transformation for \( G \) and \( y \) synchronously until \( G \) is in row ladder form, and then the bottom three rows can be transformed into three constraint equations about \( y \):

\[
y_1 + y_2 + y_3 + y_4 + y_5 + y_6 + y_7 + y_8 + y_9 + y_{10} + y_{11} + y_{12} + y_{13} + y_{14} + y_{15} + y_{16} = 0 \quad (2)
\]
\[
y_8 + y_9 + y_{10} + y_{11} + y_{12} + y_{13} + y_{14} + y_{15} + y_{17} + y_{18} + y_9 + y_{20} + y_{21} + y_{22} + y_{23} = 0 \quad (3)
\]
\[
y_1 + y_2 + y_3 + y_4 + y_5 + y_6 + y_7 + y_9 + y_{10} + y_{11} + y_{12} + y_{13} + y_{14} + y_{15} + y_{24} = 0 \quad (4)
\]

For the case of actual truncation error, the constraint detection in (2) needs to be replaced by \( < \varepsilon \), where
\( ye \) is a positive real number close to 0. In addition, in the process of elementary row transformation of \( G \), the sparsity of \( G \) can be used to obtain the constraint equation in a low complexity way, so as to avoid high complexity Gaussian elimination.

\[
\begin{array}{cccccccc}
1.0 & 1.1 & 1.2 & 1.3 & 1.4 & 1.5 & 1.6 \\
2.0 & 2.1 & 2.2 & 2.3 & 2.4 & 2.5 & 2.6 \\
3.0 & 3.1 & 3.2 & 3.3 & 3.4 & 3.5 & 3.6 \\
4.0 & 4.1 & 4.2 & 4.3 & 4.4 & 4.5 & 4.6 \\
5.0 & 5.1 & 5.2 & 5.3 & 5.4 & 5.5 & 5.6 \\
6.0 & 6.1 & 6.2 & 6.3 & 6.4 & 6.5 & 6.6 \\
7.0 & 7.1 & 7.2 & 7.3 & 7.4 & 7.5 & 7.6 \\
8.0 & 8.1 & 8.2 & 8.3 & 8.4 & 8.5 & 8.6 \\
\end{array}
\]
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Figure 2. Schematic diagram of Cyc-Shift code superposition network

For \( h > K \) (with redundant packets), we should carry out low complexity fast error correction decoding, including the following operations:

First, SA coding is explained by convolutional code. Specifically, the data packet can be regarded as a data stream and the right shift can be regarded as a delay, so the SA operation is actually the addition of multiple data streams, which can then be equivalent to the encoding of convolutional codes. It differs from standard convolutional codes in that the addition is in the practical rather than the finite field, and the delay represents real numbers rather than bits.

For convenience of understanding, take Cyc-Shift(8,4) system code as an example and assume that there is no truncation error. The original packets \( u_1 \) to \( u_4 \) are encoded into \( v_1 \) to \( v_8 \), where \( v_1 \) to \( v_4 \) are system packets, and the verification packets \( v_5 \) to \( v_8 \) are shown in Figure 3. See Fig. 3 for its equivalent convolutional code coding, where it represents the delay unit (a real number), \( \oplus \) represents the sum of the input multiple data streams in the real number field, and the data packet \( u_i \) or \( v_i \) can be regarded as the data stream from the first data on the left to the right to the rightmost data (the blank part complements the real number 0).

\[
\begin{align*}
\mathbf{u}_1 &= 1.0 & \mathbf{u}_2 &= 2.0 & \mathbf{u}_3 &= 3.0 & \mathbf{u}_4 &= 4.0 \\
\mathbf{u}_5 &= 5.0 & \mathbf{u}_6 &= 6.0 & \mathbf{u}_7 &= 7.0 & \mathbf{u}_8 &= 8.0 \\
\mathbf{v}_1 &= y_1 & \mathbf{v}_2 &= y_2 & \mathbf{v}_3 &= y_3 & \mathbf{v}_4 &= y_4 \\
\mathbf{v}_5 &= y_5 & \mathbf{v}_6 &= y_6 & \mathbf{v}_7 &= y_7 & \mathbf{v}_8 &= y_8 \\
\end{align*}
\]

\[ y_1, y_2, y_3, y_4, y_5, y_6, y_7, y_8 \]

\( u_{i,j} \) represents the data at the position \( i,j \) of the convolutional code, \( u_{i,j} \) represents the data at the position \( i,j \) of the convolutional code, \( v_{i,j} \) represents the data at the position \( i,j \) of the convolutional code, and \( r_{i,j} \) represents the difference between the actually received \( v_{i,j} \) and the correct codewords \( v_{i,j} \), and then solve \( v_{i,j} \) is equivalent to solve \( e_{i,j} \). Taking Cyc-Shift(8,4) system code as an example, where the correction subsequence can be obtained by simple derivations.

From the above formula, we get all the corrector equations as follows,

\[
\begin{align*}
\mathbf{s}_5 &= -\epsilon_{1,0} + \epsilon_{5,0} \\
\mathbf{s}_6 &= -\epsilon_{1,0} - \epsilon_{2,2} + \epsilon_{3,1} + \epsilon_{6,2} \\
\mathbf{s}_7 &= -\epsilon_{1,0} - \epsilon_{2,1} - \epsilon_{3,3} - \epsilon_{4,2} + \epsilon_{7,3} \\
\mathbf{s}_8 &= -\epsilon_{1,0} - \epsilon_{4,4} + \epsilon_{8,1}.
\end{align*}
\]

The premise of applying the decision rule of large number logic decoding is that all error data to be decoded (\( \epsilon_{1,0} \) in this example) have self orthogonality (for example, in the above four equations in this example, except \( \epsilon_{1,0} \), any \( \epsilon_{i,j} \) will not appear in more than one equation). Observation shows that this case naturally has self orthogonality.

Different from the decision of convolutional codes in finite fields (such as binary), \( \epsilon_{i,j} \) at this time is real numbers rather than binary, and the influence of the corresponding truncation error also needs to be considered. The decision rule for \( \epsilon_{1,0} \) needs to be
transformed from checking that all equation values in (4) are 1 and 0 to judging whether they fall into the interval \((e - \varepsilon, e + \varepsilon)\) and \((-\varepsilon, \varepsilon)\), where \(\varepsilon\) represents the true value of \(e_{1,0}\), and a positive real number \(\varepsilon\) close to 0 represents the disturbance tolerance caused by the truncation error. Because the values of each equation may be different, it is necessary to eliminate the useless equation (which is greatly different from the real value \(e\)) first, and then make a combined judgment on the remaining multiple equations. In the process of combining decision, the truncation error will cause the error between the combined result and the real value, which is called the combined error, and it will accumulate with the decoding process, which may cause great interference to the accuracy of the subsequent decoded data. Therefore, when truncating floating-point numbers, we should choose to round to zero or round to the nearest, so that the truncation error is expected to be 0, which leads to the expectation that the combined error and cumulative error are both 0.

In addition to the error problem, there are also missing data streams in practical applications (corresponding to some calculation results not returned, that is, \(h < N\)). Further, for the new returned calculation results (i.e. increased to \(h + 1\)), the incremental error correction decoding algorithm should be studied to reduce the amount of calculation, (the goal is to make the best use of the existing error correction results).

5. Conclusions

With the deployment and commercialization of 5G mobile communication network, the access nodes and data volume of wireless network has shown a massive and blowout growth trend. Taking 5G edge intelligent network as the research object, based on the deep integration of storage with computing and communication, this paper focused on the theory and key technology of system intelligent transmission, so as to effectively support the related applications of B5G edge intelligent network in the future. In particular, this paper analyzed the research status of data storage, studied the practical distributed storage computing system, and designed the corresponding flashback shift code and error correction scheme with low storage space overhead.
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