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Abstract 
INTRODUCTION: Pandemics and epidemics have frequently led to a significant increase in the suicide rate in affected 
regions. However, these unnecessary deaths can be prevented by identifying the risk factors and intervening earlier with 
those at risk. Numerous empirical studies have exhaustively documented multiple suicide risk factors. In addition, many 
evidence-based approaches have employed machine learning models to diagnose vulnerable groups, a task that would 
otherwise be challenging if only human cognition were employed. To date, to the best of our knowledge, no research has 
been conducted on COVID-19-related suicide prediction. 
OBJECTIVES: This research aims to develop a machine-learning model capable of identifying individuals who are 
contemplating suicide due to COVID-19-related complexities and assessing the potential risk factors. 
METHODS: We trained a gradient-boosting model based on tree-based learners on 10067 data consisting of 76 features, 
which were primarily responses to socio-demographic, behavioural, and psychological questions about COVID-19 and 
suicidal behaviours. 
RESULTS: The final model predicted individuals at risk with an auROC score of 0.77 and a 95% confidence interval of 
0.77 to 0.88. The optimal cutoff produced a sensitivity of 31.37 percent and a specificity of 82.35 percent in predicting 
suicidal tendencies. However, the auPRC was only 0.26, with a 95 percent confidence interval of 0.13 to 0.38, as the class 
distribution was extremely unbalanced. Consequently, the scores for precision and recall were 0.35 and 0.31, respectively. 
CONCLUSION: We investigated the risk factors, the majority of which were associated with sleeping difficulties, fear of 
COVID-19, social interactions, and other socio-demographic factors. The identified risk factors can be considered when 
formulating a policy to prevent COVID-19-related suicides, which can impose a long-term economic and health burden on 
society. 
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1. Introduction

Pandemics and epidemics have frequently led to a
significant increase in the suicide rate in affected regions. 
However, these unnecessary deaths can be prevented by 
identifying the risk factors and intervening earlier with those 
at risk. Numerous empirical studies have exhaustively 
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documented multiple suicide risk factors. In addition, many 
evidence-based approaches have employed machine learning 
models to diagnose vulnerable groups [34], a task that would 
otherwise be challenging if only human cognition were 
employed. To date, to the best of our knowledge, no research 
has been conducted on COVID-19-related suicide prediction. 
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    Prospective Increased suicide rates in the time of 
pandemics and epidemics have been observed throughout the 
history. For example, historical data shows that deaths by 
suicide increased during the 1918-19 great Influenza 
epidemic [1]. Among the more recent events, there is 
evidence that suicide rate increased among the older people 
in Hong Kong during the severe acute respiratory syndrome 
(SARS) epidemic [2]. Similarly, the latest Coronavirus 
Disease 2019 (COVID-19) pandemic has been sweeping 
across the earth since 2019, and a plethora of mental health 
effects have already been reported of which depression, 
anxiety, self-harm, and, most importantly, suicides are on the 
rise [3]. However, this increase in pandemic induced suicides 
need not be inescapable if the possible risk factors are 
identified and the at-risk individuals are intervened earlier 
[3]. 
 
    The existing body of empirical research underscores a 
strong association between social isolation, physical 
distancing, and loneliness with increased risks of suicide 
attempts, depression, and anxiety [4]–[7]. Suicide rate is 
growing day by day [35]. This nexus is further compounded 
by socioeconomic factors, with unemployment and financial 
insecurity emerging as significant contributors to the 
prevalence of suicide attempts [8]–[10]. Beyond these, a 
myriad of risk factors has been identified, ranging from 
access to lethal means, such as firearms and pesticides, to the 
influence of irresponsible media coverage, alcohol 
consumption, and the intricate dynamics of social 
relationships [11]–[13]. 
 
     Despite advancements in evidence-based approaches 
aimed at enhancing the precision of clinical decision-making, 
clinicians grapple with the complex task of assessing an 
individual's suicide risk. The process demands a synthesis of 
extensive empirical knowledge, clinical intuitions, and 
personal experience [14]. Complicating matters further are 
the diverse individual factors at play, including age, 
religiosity, and relationship status, which often contribute to 
suboptimal and less accurate decision-making [15]–[17]. 
 
     While evidence-based approaches have indeed improved 
the accuracy of clinical decisions, their reliance on regression 
models has limitations. These models, initially foundational, 
struggle to unearth the intricate and dynamic relationships 
among multiple interrelated risk factors [18]–[20]. Enter 
machine learning-based models, offering a promising avenue 
to navigate the complexity of these relationships by 
leveraging a multitude of interrelated variables [14]. Recent 
studies have showcased the success of various machine 
learning techniques, such as decision trees, classification tree 
analysis, random forests, extreme gradient boosting, and 
artificial neural networks, in identifying at-risk individuals in 
advance [14], [21]–[24]. 
 
    Yet, in the context of the unprecedented challenges posed 
by the COVID-19 pandemic, no study has thus far probed into 
the potential risk factors associated with COVID-19-induced 
suicides. Furthermore, the untapped potential of machine 

learning models in identifying at-risk individuals in the 
specific context of the pandemic remains unexplored. The 
aim of this study is twofold. First, we propose a machine 
learning model that predicts suicide tendency, meaning 
whether an individual is thinking of committing suicide or 
not, using information about his or her socio-demographics, 
attitudes towards lockdowns, knowledge about COVID-19, 
behaviors, fear of COVID-19, health status, and sleeping 
difficulties. Next, we identify the most important features or 
risk factors of the COVID-19 induced suicide tendency from 
the model. Therefore, our model can be deployed to identify 
at-risk individuals in advance. In addition, it can also help in 
making national policies to mitigate the risk factors and 
prevent further casualties among vulnerable groups.  

2. Methodology 

2.1. Dataset 

     The dataset contains 10067 responses to survey questions 
concerning COVID-19 knowledge, preventive behaviours, 
psychological behaviours, sleeping difficulties, and suicide 
tendencies along with other social-demographic information 
[25]. From the questionnaires, 86 answers that correspond to 
questions about individuals’ social-demographics, attitudes 
towards lockdowns, knowledge about COVID-19, 
behaviours, fear of COVID-19, and sleeping difficulties were 
selected for the modelling purpose. The target variable was a 
binary variable that answered whether the individual was 
thinking about committing suicide or not. Data were then 
divided into training and test sets. The training set contained 
90% of the total data, whereas the test set contained the 
remaining 10%. As a result, the training and test set had 9060 
and 1007 observations respectively. 

2.2. Model 

     A gradient boosting model built with decision tree learners 
was trained to predict individuals with suicide tendencies 
[26]. Currently, Gradient boosting models are the state-of-
the-art for modeling tabular data due to its many advantages 
over other algorithms [27]. We used the Python library named 
LightGBM to train the model [28]. Early stopping was 
utilized using the validation set constructed earlier [29], and 
area under receiving operating characteristic curve (auROC) 
score was set as the performance measure to account for the 
class imbalance [30]. Moreover, missing values were 
inherently handled by the algorithm itself. Finally, we used a 
10-fold cross validation to measure the training performance. 
 
      For our second objective, SHapley Additive exPlanations 
or SHAP values were calculated to find out the features that 
contributed most to the outcome [31]. SHAP values are 
suitable for explaining feature importance in complex models 
like decision trees, neural networks, and so on [32]. We used 
the Python library named Shap to calculate the SHAP values 
of each feature of our model [31]. 
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2.3. Evaluation 

     The final model was evaluated on the test set using the 
performance metric area under the receiver operating 
characteristic curve (auROC). Similarly, area under 
precision-recall curve (auPRC) was also computed as auROC 
sometimes can mask poor performance if the data is 
imbalanced [30]. Plots of auROC and auPRC was created 
using different thresholds. Confidence intervals of various 
metrics were calculated using bootstrapping with 1000 
repetitions [33].  

3. Result and Discussion 

     During training, the model achieved 0.77 auROC with 
95% CI: 0.77-0.80 on the validation data as shown in Figure 
1. On the other hand, it only achieved 0.17 auPRC with 95% 
CI: 0.12-0.21 as shown in Figure 2 

 
Figure 1. ROC curves of different validation folds. The 

blue line is the average auROC and the light area 
around it is the pointwise confidence intervals. The red 
dotted line is the ROC curve of a model with no skill. 

Figure 2. Precision-recall curves of different validation 
folds. The red dotted line represents average precision 

      On the test data, it achieved 0.77 auROC with 95% CI: 
0.76-0.88 as shown in Figure 3. However, it achieved only 
0.26 auPRC with 95% CI: 0.13-0.38 as shown in Figure 4. 
From the auROC plot of the test data, the best threshold 
achieved 31.37% sensitivity and 82.35% specificity in 
predicting suicide tendencies. In contrast, it achieved a 
precision score of 0.35 and a recall score of 0.31 in classifying 
suicide prone individuals. 

Figure 3. ROC curve on the test data. The blue line is 
the average auROC and the light area around it is the 

pointwise confidence intervals. 

Figure 4. Precision-recall curve of the test data. The 
blue line is the average precision and the light area 

around it is the pointwise confidence intervals. 

     The most important features or risk factors and their 
contributions to the model outcome is shown in Figure 5. As 
expected, social and family relationships, interactions, 
isolation or loneliness, social media usage, gender, age group, 
fear, and sleeping difficulties had high impact on the model 
outcome.   
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    Many empirical studies have comprehensively 
documented multiple risk factors of suicide attempts. 
However, it was infeasible for the clinicians to identify the at-
risk individuals because the information to do so were too 
complex for human cognition to process. Evidence based 
approaches then integrated various regression and machine 
learning models like Decision Tree, Random Forests, Naïve 
Bayes, Artificial Neural Networks, etc. However, no study, 
so far, has tried to assess the risk factors of a pandemic 
induced suicide, neither anyone tried to create a model that 
can identify the suicide prone individuals. In this study, we 
tried to construct a machine learning model that can predict 
suicide prone individuals and assessed the risk factors of the 
pandemic induced suicide tendencies. 
 
      Our first objective, which was to predict suicide prone 
individuals, comes with many shortcomings. Even though it 

scores decent auROC at different thresholds, auPRC reveals 
the actual problem induced by data imbalance. As the class 
distribution was highly imbalanced, the precision and recall 
rates were below average which is evident from the auPRC 
curve. The skewness in the class distribution is natural as the 
probability of getting responses of people thinking about 
suicides is inherently low. Oversampling or under-sampling 
techniques like SMOTE, random under-sampling, etc. were 
used to correct class imbalance. However, none of those 
could improve the model outcome significantly. Other than 
that, missing values, even if they were imputed inherently by 
the algorithm, were also a shortcoming of the final model. 
Therefore, future works should focus on integrating a more 
balanced and complete dataset for a more accurate model. 

  

 
 

Figure 5. Important features or risk factors. The beeswarm plot shows the SHAP values of the most important 
features of the model. The feature names in the y axis are ranked according to their mean absolute SHAP values. 

Each point in the plot is an individual. Each position in x axis corresponds to the impact of the feature on the 
model outcome for a given individual. 
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      For our second objective, we found many risk factors, 
as expected, which were directly or indirectly associated 
with loneliness, isolation, physical distancing, etc., as 
reported by previous studies. For example, there was an 
impact of social media usage on the suicide tendencies. 
Those who did not use social media or used them less than 
several hours a day were more prone to suicide. In addition, 
the amount of time spent outdoor or amount of time an 
individual had face to face contact during last 7 days also 
had an impact on the model. The less they spent time 
outdoor or had face to face contacts, to more suicide prone 
they were. 

 
      Demographics had some role to play in the model 
outcome. For example, as shown in Figure 3, being male, 
married, and aged between 20 and 29 were potential risk 
factors of suicide attempts. In addition, fear of COVID-19, 
for example, those who feared constantly about getting 
COVID-19 were also a predictive marker of possible 
suicide attempt. Finally, having insomnia or any kind of 
sleep difficulties were also a red flag against suicide 
attempt. 

4. Conclusion 

     Suicides are one of the long-term effects of pandemics 
or epidemics like COVID-19. These events put a 
considerable amount of economic and mental health 
burden on the society. However, this unnecessary loss of 
lives can be prevented if the risk factors are identified, and 
the at-risk individuals are detected earlier. Empirical 
studies provide us with plenty of risk factors of suicide 
attempts, but they are often infeasible to use for a clinician 
due to our limitation of cognitive abilities. Therefore, 
evidence-based approaches like regression or machine 
learning models often come handy in both identifying at-
risk individuals and assessing suicide risk factors in a way 
that neither empirical studies nor clinicians could do. 
However, no work has been carried out so far to investigate 
the risk factors of COVID-19 induced suicide tendencies, 
neither any machine learning based model has been created 
to predict the at-risk individuals in advance. 
 
     We proposed a gradient boosting decision tree model to 
predict individuals who might be thinking of committing 
suicides. However, the class distribution of the dataset was 
highly imbalanced. Therefore, the model performed below 
average in metrics like precision and recall. Even 
oversampling and under-sampling techniques could not 
improve the model performance. On the other hand, we 
identified several risk factors of COVID-19-induced 
suicides, of which sleeping difficulties, fear of COVID-19, 
social-demographics, etc., were highly important.  
 
      Future works on this topic should try to focus on 
compiling a more balanced and complete dataset. Suicides, 
stemming from events like COVID-19, cast prolonged 
economic and mental health challenges on society. 

Identifying risk factors and intervening early are crucial in 
preventing these losses. While existing studies offer 
valuable insights, practical limitations call for innovative 
approaches. Our proposed machine learning model marks 
a step forward, yet challenges in class distribution impacted 
its performance. Future endeavors should explore refined 
techniques to enhance model accuracy. Additionally, the 
identified risk factors—sleeping difficulties, COVID-19 
fear, social-demographics—lay the foundation for future 
research, guiding targeted interventions and policy 
formulations to curb the growing concern of pandemic-
induced suicides. 
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