An Ensemble Models for the Prediction of Sickle Cell Disease from Erythrocytes Smears
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Abstract

INTRODUCTION: The human blood as a collection of tissues containing Red Blood Cells (RBCs), circular in shape and acting as an oxygen carrier, are frequently deformed by multiple blood diseases inherited from parents. These hereditary diseases of blood involve abnormal haemoglobin (Hb) or anemia which are major public health issues. Sickle Cell Disease (SCD) is one of the common non-communicable disease and genetic disorder due to changes in hematological conditions of the RBCs which often causes the inheritance of mutant Hb genes by the patient.

OBJECTIVES: The process of manual valuation, predictions and diagnosis of SCD necessitate for a passionate time spending and if not done properly can lead to wrong predictions and diagnosis. Machine Learning (ML), a branch of AI which emphases on building systems that improve performance based on the data they consume is appropriate. Despite previous research efforts in predicting with single ML algorithm, the existing systems still suffer from high false and wrong predictions.

METHODS: Thus, this paper aimed at performing comparative analysis of individual ML algorithms and their ensemble models for effective predictions of SCD (elongated shapes) in erythrocytes blood cells. Three ML algorithms were selected, and ensemble models were developed to perform the predictions and metrics were used to evaluate the performance of the model using accuracy, sensitivity, Receiver Operating Characteristics-Area under Curve (ROC-AUC) and F1 score metrics. The results were compared with existing literature for model(s) with the best prediction metrics performance.

RESULTS: The analysis was carried out using Python programming language. Individual ML algorithms reveals that their accuracies show MLR=87%, XGBoost=90%, and RF=93%, while hybridized RF-MLR=92% and RF-XGBoost=99%. The accuracy of RF-XGBoost of 99% outperformed other individual ML algorithms and Hybrid models.

CONCLUSION: Thus, the study concluded that involving hybridized ML algorithms in medical datasets increased predictions performance as it removed the challenges of high variance, low accuracy and feature noise and biases of medical datasets. The paper concluded that ensemble classifiers should be considered to improve sickle cell disease predictions.
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1. Introduction

Malformed red blood cells, which are the primary cause of sickle cell anemia, can obstruct blood flow, resulting in painful symptoms, and ultimately result in death. Aberrant
hemoglobin is another term for it. Hemoglobin is responsible for carrying oxygen throughout the body's blood vessels. Because they are round, flexible, and compact, in which normal red blood cells may readily flow through microscopic capillaries. On the other hand, they get stuck in microscopic capillaries because of the sickle-shaped, stiff, and angular abnormal red blood cells. This may result in pain for the patients, low oxygen levels, and dehydration [1, 2]. SCD is one of the world's most dangerous illnesses, according to [11, 12, 17], with a wide range of symptoms ranging from moderate to deadly. Sickle Cell Disease (SCD) is one of Nigeria's most frequent hereditary RBC diseases, affecting persons of all ages and resulting in hemolysis and vaso-occlusive crises. According to research, Nigeria has the biggest number of people living with SC illness, with over 150,000 parturitions (births) every year. SCD patients showed hemoglobin anomalies in their RBCs, with hemoglobin S or sickle hemoglobin showing up, according to the survey [12-13]. The basic medical indicators of SCD in children and adults, as well as the numerous anticipated symptoms, are depicted in Table 1.

There are millions of red blood cells in a single smear, hence, the manual evaluation, categorization, and counting of biological cells requires a significant investment of time and runs the risk of incorrect classification and counting. Additionally, the varied and complicated forms, overlapping cells, and range of colors make it difficult to classify cells [6]. The “age of data,” which has been endowed with better computing power and higher storage capacity, yet the difficulties of making sense of these vast data sets have grown substantially. To solve these concerns, several sectors in education, health, business, and organizations are building intelligent systems that leverage applicable ideas and approaches such as data mining, data science, and even machine learning (ML). ML is the most active of all the Computer Science disciplines. As a consequence, it is referred to as algorithmic application and science, and it gives data intelligence and significance [7, 8]. According to [8], new data is continually developing across numerous gathering techniques due to the increasing velocity of data and digital technologies on a daily basis. ML is an area of Computer Science in which computers help people understand data in the same way that humans do. It is a subject in Artificial Intelligence that comprises pattern detection and computational learning. The progress of human knowledge technology has an impact on ML, which is an AI subject. This refers to changes in systems that perform various AI-related tasks such as recognition, analysis, planning, prediction, machinelike controls (robotics), and so on [8, 9].

Our society's ability to generate and retain data and information is increasing at an exponential pace every day, but our ability to absorb such an enormous amount of data and knowledge is not keeping up [10]. To address these challenges, it is critical to use first-hand technology to reconcile the seemingly opposing goals of scalability and usability in data and information interpretation. [10] asserted that a plethora of data and information analysis techniques have been created and applied all over the world, all with the goal of increasing their complexity. Humans must be involved in the early phases of data analysis and information production, particularly in a number of organizational sectors, the most significant of which is the healthcare sector, which includes multiple subsections such as genetics, human genetics, and medical genetics. Many governmental and private sector organizations consider improving data analysis procedures to be a significant goal and priority.

Medical data analysis enlightenment is influenced by the goal to deliver innovative and suitable services, as well as the need to increase efficiency and comply with regulations. Healthcare medical systems are flooded with data in today's digital era, but having access to this data and knowledge is not enough to properly capitalize on improving patient health. As a result, both commercial and public healthcare companies must be able to aggregate, align, or anonymize data from many sources, such as electronic health records (EHRs), health surveys, administrative data, physician notes, and consultant reports, to name a few. This would provide the patient a full medical picture of their situation [11]. A wide range of patient data is combined, analyzed, and reported on using healthcare data analysis tools. Additionally, healthcare companies make better administrative, clinical, and financial decisions that increase patient involvement and care. Ence, leveraging Information and Communication Technology (ICT), to modify patient medical data in terms of their health is crucial [12]. Furthermore, as the use of IT in data analysis in the health sector expands, the best framework for patient medical data analysis must be properly handled in order to improve healthcare diagnosis and management. Medical consultants, hematologists, geneticists, and others may find themselves in danger of failing to respect patient decisions when the healthcare business shifts to a value-based paradigm. Therefore, examining medical data in order to make informed decisions is no longer a good idea, but a need [7–9].
### Table 1. Medical Indicators of Children and Adult SCD (adapted from [4, 16])

<table>
<thead>
<tr>
<th>Children with SCD</th>
<th>Infants</th>
<th>Children</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Indications/Symptoms</strong></td>
<td>Pain in chest, abdomen, and limbs/joints, Dactylitis, Anemia, Mild jaundice, Enlarged spleen, Fever, Frequent upper respiratory infections</td>
<td>Pain (acute or chronic), Acute anemia, Infections, Jaundice, Poor nutritional status and growth, Academic failure, Delayed puberty</td>
</tr>
<tr>
<td><strong>Complications</strong></td>
<td>CNS Stroke, Eye Retinal artery occlusion/retinopathy, Lung Asthma</td>
<td>CNS Hyposthenia, Eye Proteinaria--</td>
</tr>
<tr>
<td>Heart</td>
<td>Left ventricular hypertrophy, Cardiomyopathy</td>
<td></td>
</tr>
<tr>
<td>Spleen</td>
<td>Acute splenic sequestration, Impaired immunity (e.g. bacterial infection, sepsis)</td>
<td></td>
</tr>
<tr>
<td>Liver</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kidney</td>
<td>Hyponatremia, Proteinuria--</td>
<td></td>
</tr>
<tr>
<td>Gall bladder</td>
<td>Renal impairment/failure</td>
<td>Recurrent ischemic stroke, hemorrhagic stroke, Progressive retinopathy</td>
</tr>
<tr>
<td>Genitals</td>
<td>Cholelithiasis</td>
<td>Recurrent ACS</td>
</tr>
<tr>
<td>Bones/joints</td>
<td>Priapism</td>
<td>Pulmonary hypertension, Chronic lung disease, Premature coronary artery disease</td>
</tr>
<tr>
<td>Skin</td>
<td>Avascular necrosis, Aplastic crisis</td>
<td>Heart failure, Auto-infarction</td>
</tr>
<tr>
<td><strong>Adult with SCD showing additional indications and problems</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indications/Symptoms</td>
<td>Severe joint pain, Chronic leg ulcers, Retinopathy, Thromboembolic complications, Neurocognitive impairments, Narcotic dependence/tolerance</td>
<td></td>
</tr>
<tr>
<td><strong>Complications</strong></td>
<td>CNS Recurrent ischemic stroke, hemorrhagic stroke, Progressive retinopathy</td>
<td></td>
</tr>
<tr>
<td>Eye</td>
<td>Recurrent ACS</td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>Pulmonary hypertension, Chronic lung disease, Premature coronary artery disease</td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>Heart failure, Auto-infarction</td>
<td></td>
</tr>
<tr>
<td>Spleen</td>
<td>Functional asplaenia</td>
<td></td>
</tr>
<tr>
<td>Liver</td>
<td>Hepatic sequestration</td>
<td>Liver failure secondary to transfusional iron overload, Nephropathy, Frequent urinary tract infections</td>
</tr>
<tr>
<td>Kidney</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gall bladder</td>
<td>Cholelithiasis</td>
<td></td>
</tr>
<tr>
<td>Genitals</td>
<td>Priapism</td>
<td></td>
</tr>
<tr>
<td>Bones/joints</td>
<td>Avascular necrosis, Early loss of bone density, Chronic leg ulcers</td>
<td></td>
</tr>
<tr>
<td>Skin</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Keys: CNS (Central Nervous System), ACS (Acute Chest Syndrome) Adapted from [5]
A SCD is an abnormality of the Red Blood Cells (RBCs) caused by a lack of oxygen within the RBCs. The result is a category of disorders known as haemoglobinopathies, with thalassaemia and sickle cell anemia (SCA) being the most common. SCD is a congenital disorder of the hemoglobin structure that can only be cured in children by bone marrow or cord blood transplantation, but with no other therapeutic options for adults [16]. According to [16] and [17], Haemoglobinopathies (abnormal Hb or anemia) are caused by genes occurring in around 5% of the world's population. Because more healthy adults are thalassaemia carriers than sickle cell anemia carriers (who receive just one mutant gene from their parents), there is a high frequency of sickle cell gene carriers compared to the high incidence of afflicted neonates. [3] opined that malaria, cancer, and SCD are among the illnesses for which ML algorithms have been used to model, forecast, and diagnose. SCD is one of the most significant health conditions in the world, with a wide range of symptoms ranging from minor to catastrophic.

In Nigeria, SCD is one of the most common human genetic RBC diseases, causing hemolysis and vaso-occlusive crises in people of all ages. Nigeria has the highest number of persons living with SC disease, according to studies, with over 150,000 parturitions (births) every year. Hemoglobin abnormalities, such as hemoglobin S or sickle hemoglobin, are seen in the RBCs of people with SCD [12,13]. Human RBCs include hemoglobin, the protein, that carries oxygen throughout the body. SCD is a non-communicable disease caused by genes that are handed down from generation to generation [19]. It is not infectious like Ebola, Zika, Tuberculosis, or common colds and flu. Years of acute pain (vaso-occlusive episodes (VOEs)), long-term suffering, different organ damage (such as kidney failure, heart failure, and so on), a short lifespan, bone infections, and stroke, to mention a few symptoms and difficulties are all symptoms and issues that patients with SCD face [15,16].

According to [3], [19], and [21] SCD is produced by a single-point mutation (glutamic acid substitution) of valine at position 6 on the beta globin (-globin) subunit of hemoglobin, which results in sickle hemoglobin (HbS) deformation or transmutation. [19] submitted that patients who inherit two copies of the HbS transmuted or mutations are homozygous (HbSS) and have the sickle cell phenotypic form of the disease, whereas those who inherit just one copy of the HbS mutation are heterozygous carriers (HbAS) and do not have the sickle cell phenotypic form of the disease.

Providing a platform for medical officers, hematologists, and health care managers to strategize on how to make life meaningful and fulfilled for these patients by incorporating ML algorithms into the analysis of SCD medical datasets is critical in order to reduce the rate of mortality and other problems that patients with SCD face [22]. Therefore, ensemble models, a machine learning approach that combines several other models as base estimators in the prediction process, were created, addressing practical difficulties such as considerable variation, low accuracies, and the existence of feature noises and biases. By combining the output from each model and lowering the model's error rate while retaining the model's generalization, building and merging numerous models improves the accuracies of some models [23].

Therefore, the availability of vast databases of relevant genomic data will let researchers to concentrate their efforts on improving various strategies for identifying and treating human genetic illnesses such as SCD. In this context, the utilization of genomic databases for SCD may be difficult to achieve without the right development of sophisticated data analysis tools, which is a major task in and of itself because to the magnitude and variety of the data [24].

As a consequence, this paper presents a health information system that uses ensemble models of machine learning algorithms to predict Sickle Cell Disease from erythrocyte smears. This study aimed at performing a comparative analysis of individual and hybridized ML algorithms for appropriate predictions of SCD from erythrocytesUDB datasets. The performance of these chosen ML algorithms was examined individually and jointly in order to develop predictions based on a variety of performance parameters for accurate diagnosis and prediction of SCD attribute selection for medical decision-making.

1.1 Motivation

Correctly diagnosing SCD and predicting the patient's chances of survival and life expectancy over time has proven challenging and time demanding for doctors. Traditional or clinical procedures for detecting the presence of sickle cell disease or its mutations, according to research, require a long time. Therefore, ML technologies are increasingly being used to establish a non-clinical diagnosis for SCD patients. SCD is thought to be preventable in 30-50 percent of cases [2,10]. Advanced computer methodologies are required to create precise, objective, and systematic human blood cell predictions.

The value of medical data analysis in the economy of any country cannot be overstated [6]. Data analysis concerns are one of the obstacles that the healthcare industry must overcome, particularly in the context of non-communicable disorder like SCD. The incidence of births in Nigeria is relatively high and at a critical stage when compared to the low acceptable medical infrastructure on the ground for this human genetic concern in medical data evaluation [25]. Missing parameter values (incompleteness), systematic or data random noise, and improper parameter selection have all been issues when learning from large medical datasets like SCD. Using an ensemble model of machine learning techniques, the capacity to deal with the challenges that medical datasets like SCD present will be offered [26].

The study of SCD condition has been the subject of several research studies, mainly in affluent nations and a few emerging nations, particularly in Africa. Others have also worked on various classifications, forecasts, feature extractions, and selections of properties from various blood cell samples.

In spite of earlier research efforts in forecasting using a single ML algorithm, present systems still have a high rate of
erroneous and incorrect predictions. Hence, the goal of this work was to provide an ensemble model of ML algorithms for efficient SCD prediction in erythrocyte smears. The goals were to: execute feature selection on the erythrocytes smears; build an ensemble model using ML techniques for the erythrocytes dataset utilizing the University of the Balearic Islands-UIB and Universidad de Oriente, Cuba-UOC erythrocyteDB datasets [27]; apply the prediction process; The accuracy, sensitivity, Receiver Operating Characteristics-Area Under Curve (ROC-AUC), and F1 score metrics are used to evaluate the ensemble model's performance, and the ensemble models are then compared to literature for the best prediction metrics performance. The accuracy of the prediction model is improved by using an ensemble model for choosing and predicting SCD datasets. For proper prediction, the ensemble model would be guided through the training and testing stages (where prediction processes are made from training datasets), and the performance of the chosen ML algorithms would be compared to other literature on SCD morbidity and mortality rates using various model performance metrics.

## 2 Related Work

While developing mathematical classifiers, ML's method emphasizes the notion of statistics, as evidenced by the classification process. Because the primary purpose is to analyze data from samples, this is valid. For example, during the training phase, a well-organized and competent classifier is needed to store and manage a large amount of data while also resolving any optimization issues that may arise. Once the classifier has been taught, the portrayal and algorithmic solution for interpretations are supposed to be competent. Several machine learning classifiers can be employed to solve the same problems in supervised learning categories including classification and regression [22-23].

In terms of the hybridization of ML algorithms for predictions and feature classification, [30] are alternate and most pertinent works to the topic. Their efforts show how several ML algorithms may be used to anticipate the optimum performance evaluation. In their study, [30] introduced a hybrid method that used Random Forest and Logistic Regression to predict breast cancer survivorship. They employed the RF algorithm to carry out the first variable screening and to get significant rankings, and then fed the extracted data into the LR algorithm, which was in charge of creating understandable models for forecasting breast cancer survival. In their research, they used a 10-fold cross validation and fundamental performance measures to assess the hybridization model. With a basic model, their results yielded a positive better accuracy while they based only on cancer ailment.

The research of [31] was the most pertinent and directly connected to the study of RBCs smear with regard to individual ML algorithms and hybridization. They worked on developing strategies for predicting outcomes based on patients' physical examination markers of hypertension. They divided the patients' physical predictions into two categories and then conducted their study. Key feature extraction from the patients' physical indicators was done in the first phase, and the patients' outcomes were predicted using the characteristics that were extracted. They put forth a model that combines cross-validation, classification techniques, and recursive feature removal. Support Vector Machine (SVM), C4.5 Decision Tree, Extreme Gradient Boosting (XGBoost), and Random Forest were the four classification techniques they took into consideration. Various performance assessment measures were used to examine the chosen ML algorithms. Even though three of the four ML algorithms under consideration produced improved results, XGBoost showed the greatest performance for patient hypertension prediction. Their research showed an advantage that different ML algorithms can yield a level of accurate prediction results while its limitation rest on focusing on physical hypertension markers.

[32] conducted research on the image processing and categorization of blood cells. Their study illustrates several methods for handling blood cell pictures. Through the use of microscopic pictures of blood smears, they proposed techniques for the automated identification and categorization of red blood cells into several groups relevant to diagnosis. The study employs many image processing methods, including binarization, contrast enhancement, noise eradication, morphological operations, labeling, and extraction of some of the blood smear's key properties. In the categorization of the blood cells, which was done in two stages, they were also able to compute several parameters. Blood cells are divided into normal and abnormal cells in the first phase, and the classification of the aberrant cells into other groups of characteristics is the focus of the second phase. Their efforts are directed towards speeding up categorization analysis. They used MATLAB to carry out their study and analysis.

Another research on the application of data mining techniques in illness prediction was conducted by [33]. They used the WEKA analysis tool to examine several categorization algorithms in their study effort to find the optimum end-user functionality for hematological data. Random Forest and neural networks were the machine learning methods that were taken into consideration (multilayer perceptron classifier). RF fared exceptionally well in their job, achieving an accuracy of 96.47% with a processing time of 0.16 seconds, a Bayesian Network accuracy of 84.70%, and a Neural Network accuracy of 75.29% with a processing time of 1.92 seconds. In order to find the best, the study conducted two experiments. After the second phase, RF continues to stand with a better accuracy of 86.44%, Bayesian network, 74.57%, and Neural network, 52.54%. They finished their study by affirming that researchers can get informative results from a specific illness dataset and that their findings can help researchers evaluate disease datasets more quickly. Additionally, [34]'s study is another example of how ML algorithms may be used to predict and categorize useable information. To categorize data of varied amount and diversity, they merged Decision Tree and Neural Networks in their research. The model's structure is a decision tree with
each node representing a neural network that has been trained to categorize a certain output category using binary classification. The Federal Aviation Administration's (FAA) Boeing 737 maintenance dataset, which consists of a sizable number of records composed of 72 variables apiece, was the dataset that they took into consideration. To their advantage, their work is around figuring out the likelihood of incidents, whether or not they happen during scheduled maintenance procedures. Their hybrid was able to accurately and precisely categorize incidence while also being able to pinpoint the most important inputs for classification, enabling better performance and more optimization. Their work also used real-world datasets to show that a hybrid ML algorithm outperformed a single ML method in terms of performance evaluation.

[35] used a modified version of Adaptive Neuro-Fuzzy Inference System (ANFIS) to categorize diabetes diagnoses in Pima Indians datasets. They used this modified version to research the effects of patient features, measurements of anomalies, and decisions regarding the presence or absence of disease on several diseases, such as Pima Indian Diabetes. The effectiveness of ANFIS was assessed using training and testing datasets for Pima Indians, where it evaluates the system's total accuracy, sensitivity, and specificity. Their research's findings demonstrate that modified ANFIS outperforms traditional ANFIS. For training and testing the datasets, they used MATLAB R2014a to accomplish their work. Their research is only confined to datasets related to diabetes, and it has not been tested on datasets related to other diseases.

In terms of individual ML algorithms and hybridization, the work of [31] was the most significant and directly related to RBCs smear study. Their study looked into methods for predicting hypertension patient outcomes based on physical examination parameters. For the sake of analysis, they separated the patients' physical forecasts into two groups. In the first step, key elements from the patients' physical indicators were extracted and used to predict their results. They devised a model that incorporates recursive feature reduction, cross-validation, and classification algorithms. Support Vector Machine (SVM), C4.5 Decision Tree, Extreme Gradient Boosting (XGBoost), and Random Forest were the four classification techniques studied. Various performance evaluation measures were used to evaluate the selected ML algorithms. Despite the fact that three of the four ML algorithms evaluated performed better, XGBoost provided the best performance prediction of hypertension in patients. Their research showed that individual machine learning algorithms can give better prediction results but hybridizing models can produce much better results.

[41–43] are all alternate and related works in terms of hybridization of ML algorithms for feature predictions and classification. Their research shows how several machine learning algorithms can be combined to anticipate the optimum performance evaluation. [30] developed a breast cancer survivorship prediction model using a hybrid model of Random Forest and Logistic Regression methods. They employed the RF algorithm to do preliminary variable screening as well as get important ranks, and then fed the extracted data into the LR algorithm, which is in charge of creating interpretable models for predicting breast cancer survivorship prediction model. They used the RF algorithm to do preliminary variable screening and get important rankings, and then passed the extracted data to the LR algorithm, which was in charge of constructing interpretable models for predicting breast cancer survival. They also tested the hybridization model utilizing basic performance metrics using a 10-fold cross validation. Their results were more accurate even with a basic model.

Another study [34] illustrates how ML approaches may be used to predict and discover useful traits. In their research, they employed a mix of Decision Trees and Neural Networks to categorize data of varying amounts and variety. The model is organized as a decision tree, with each node representing a neural network trained to identify a specific output category using binary classification. They employed the Federal Aviation Administration's (FAA) Boeing 737 maintenance dataset, which includes a large number of records with 72 variables apiece. Their responsibilities include evaluating the likelihood of event occurrences, whether or not they occurred during routine maintenance. Their hybrid was able to describe incidence with great accuracy and precision, as well as identify the most important classification inputs, resulting in improved performance and optimization. Their study looked at real-world data and found that a hybrid strategy outperformed individual machine learning techniques. Another study based on ML hybridization is that of [36]. Their research is based on a hybrid model that uses XGBoost and Genetic Algorithm to estimate mangrove above-ground biomass, which includes all small and shrub mangrove in patches along Vietnam's northern coast. They compared the XGB-GA model to various machine learning techniques as CatBoost Regression, Gradient Boosting, Support Vector Machine (SVM), and RF. The results reveal that the XGB-GA model outperformed individual ML algorithms in terms of performance measures. As a result, their research showed that ML hybridization provides a more accurate estimate of mangrove above-ground biomass in Northern Vietnam.

To categorize medical diagnoses of Pima Indians with diabetes, [35] used a modified ANFIS. They used this modified version to look at how patient characteristics and measurements of anomalies, as well as a judgment regarding the existence or absence of disease, impact various diseases like Pima Indian Diabetes. The accuracy, sensitivity, and specificity of ANFIS were measured on the Pima Indians datasets during training and testing. The results of their research suggest that modified ANFIS outperforms standard ANFIS. For the training and testing of the datasets, they used MATLAB R2014a. Their work's sole flaw is that it's restricted to diabetes datasets and hasn't been tried on other diseases.

However, [37] was another literature that performed classification of RBCs using Boosting technique. In their work, they performed binary classification of cells and also multiclass classification of abnormal cells (sickled) and their analysis yields an accuracy of 98% while using XGBoost model. From their work, using the individual XGBoost algorithm produced a better performance but when compared...
with our model when we introduced RF, we obtained a better performance of 99%. Hence hybridizing the models improves the performance of the analysis.

In addition, [27] was one of our closest literature who worked on erythrocytesIDB datasets and in their work they performed their analysis using ellipse adjustments in peripheral blood smear samples of the erythrocytes and new algorithms for detecting new notable points. Their work did not make use of XGBoost algorithms or hybridizing as part of the measure for calculating performance. They used three image types to validate their method which as artificial images (automatically generated using computer codes), real images (obtained from peripheral blood smear samples) and synthetic images (generated from real isolated cells) Their work yields an accuracy 99%, 98% and 99.35% respectively where 98% accuracy focused on the elongated shape (sickled).

The work of [1] was another useful literature that worked on SCD classification. Their work also makes use of the erythrocytesIDB datasets but in their own case they implement their method using deep learning approach with emphasis on SVM algorithm. Their work addresses the lack of training data using transfer learning techniques. Their work also yields a good performance result with an accuracy of 99.98%. However, their work did not implement hybridization of ML algorithms which can stand as a contrast to our own model using RF-XGBoost hybrid models.

Furthermore, authors in [17] performed numerical investigation of the hemodynamics of RBCs in microvessels with stenos. In their work, they employed spring model approach for representing deformity of RBC membrane. Their model was able to simulate successfully complex motion and deformity of RBCs in microscale flow manner. In the same vein, [21] also performed classification of data on genetic diseases for microarray analysis. They implemented enhanced backpropagation algorithm as a useful ML algorithm to perform their data classification analysis. Their work shows that enhancing the backpropagation algorithm produces a high classification accuracy with the ability of identifying the most significant gene in classifying genetic diseases from RBCs.

However, current literature on classification of RBCs and comparison of ML algorithms on Erythrocyte smears for predicting SCDs has shown trends of artificial intelligence involvement (AI) and other state of the art analysis tools of RBCs classification [38]–[42]. The literature demonstrates the comparison between between normal RBCs and sickled cells while also performing the analysis of these RBCs cell morphology.

Therefore, with respect to the literature, this paper has been able to demonstrate that the RF demonstrates a better predicting power when it comes to individual ML algorithms under study while the RF-XGBoost Hybrid model is capable of increasing the rate of predicting the SCD from the erythrocytesIDB database in order to determine the likelihood of SC disease features in human blood samples.

3 Materials and Methods

The purpose of this study was to explore the prediction of SCD in human erythrocytes smears using different machine learning methodologies and hybrid models. Human blood cells are meant to be normal and pure in nature, however their patterns are altered by morphological conditions (such as normal, aberrant, or mutant) as well as external variables like parents' blood genotypes and environments. The most essential concern, however, is establishing a patient's precise prospective Hemoglobin (Hb) condition in order to keep them in a healthy state, long-term viability, and safety. A range of inherited human qualities can be attributed to genes. Human genetics study may help answer concerns about human nature, better understand illnesses, and develop efficient disease therapies, as well as learn about the genetics of human existence [43].

ML algorithms have been used to optimize performance measures and benchmarks in a variety of situations, based on provided example data or prior experience [44]. Different types of classifiers are chosen to be utilized in the classification process in this study based on their capacity to categorize both simulated and real-world medical data (such as Erythrocytes datasets) to see which classifier performs best on test data. The following are the classifiers that were investigated in this paper.

3.1 Multinomial Logistic Regression (MLR)

The statistical approach of LR is used to forecast or predict binary classes. With only two possible output classes, the outcome, output, or goal variable is dichotomous in nature [45]. The chance of an event occurring is calculated using LR. It's one of the most used and fundamental ML methods for two-class categorization. LR is a simple binary classification program that may be used to solve any binary classification issue. In its most basic form, LR accomplishes description and assessments by estimating the connection between a single dependent binary variable and an independent variable. LR is a basic classification approach that belongs to the linear classifier family but is related to polynomial and linear regression in several ways. LR is quick and simple to use, and the results are easy to understand [25, 26].

The linear function $f(x)= b_0+b_1x_1+...+ b_rx_n$, also known as logit, is used by LR, which is a linear classifier. It use the logit function to anticipate the chance of a binary event occurring, with the log of odds serving as the dependent variable [47]. The sigmoid function is represented in Eq. 1, according to [46], where the e is the base of the natural logarithms (euler's number or the exponential EXP() function) and the x is the actual number to be transformed as shown in Eq. 1.

$$f(x) = \frac{e^x}{1+e^x}$$  \hspace{1cm} (1)

When the objective variable contains three or more nominal categories, such as predicting the values of different brands of products, Multinomial Logistic Regression (MLR) is used.
This paper employs the MLR because the predicting values comes as output of three products: normal, abnormal and mutants.

3.2 Extreme Gradient Boosting Algorithm (XGBoost)

DThe eXtreme Gradient Boosting (XGBoost) technique is a type of boosting algorithm that uses gradient boosted decision trees to improve performance and speed. Because of the sequential model training approach, gradient boosting technologies are quite slow to apply. Gradient Boosting is characterized in this scenario as not being highly scalable in terms of implementation. As a result, the XGBoost method aims to overcome this disadvantage by concentrating on computing speed and model performance [30,31].

XGBoost is an ensemble method that uses boosting trees to operate. XGBoost is known as Gradient Boosting because it employs a gradient descent technique. In the following stage, it corrects the model's prior error, learns from it, and increases efficiency. The prior findings have been adjusted, and the consistency of the results has been enhanced. This cycle is continued until there is no more space for improvement. Regularization is the most significant function in this type of algorithm, a booster, learning rate, objective, and other hyper-parameters are employed.

The algorithm implementing the XGBoost algorithm is summarized in the following equations according to [30] as:

**Step 1:** To predict the target variable \( y \), an initial model \( F_0(x) \) is specified. A residual \( y - F_0(x) \) will be correlated with this model. Fit a model to the data

\[
h_1(x) = y - F_0(x) \quad (2)
\]

The residual from the previous stage is fitted to a new standard \( h_1(x) \).

**Step 2:** Fit a model to the residuals (remaining errors),

\[
h_1(x) = y - F_0(x)
\]

**Step 3:** Create a new model,

\[
F_1(x) = F_0(x) + h_1(x) \quad (3)
\]

\( F_0(x) \) and \( h_1(x) \) are merged here to produce \( F_1(x) \), a boosted version of \( F_0(x) \).

As a result, \( F_1(x) \) mean squared error would be smaller than \( F_0(x) \).

To boost the efficiency of \( F_1(x) \), we might build a new model \( F_2(x) \) based on \( F_1(x) \) residuals to obtain:

\[
F_2(x) = F_1(x) + h_2(x) \quad (4)
\]

Therefore, this can be repeated for \( n \)-th iteration until the residuals as minimal as possible to obtain

\[
F_n(x) = F_{n-1}(x) + h_n(x)
\]

**Step 4:** In this respect, combining weak learner after weak learner, the final model is able to make up for lots of error from the original model and thereby reduces the error over time. The additive learners do not interfere with the functions generated in the previous steps in this process. Instead, they use their own data to predict how many mistakes will occur.

3.3 Random Forest Algorithm (RF)

Random Forest (RF) is a set of classification and regression trees (CART) designed to be trained on datasets of the same size as the training set, known as bootstraps, which are created by random resampling on the training set [50]. In another type, RF is just an ensemble of unpruned classification trees, which is preferred for its greater performance on real-world problems, as well as its lack of sensitivity to input noise and resistance to overfitting [51]. RF is a supervised learning approach used for both classification and prediction regression issues, according to [4, 33–35]. According to their findings, a typical forest consists of a variety of trees, and the more trees in a forest, the more resilient the forest. Hence, the RF algorithm generates decision trees on a data sample, then derives predictions from each of them, and finally selects the best answer through a vote procedure. RF is a more robust ensemble approach than a single decision tree since it avoids overfitting by averaging the results [54].

RF is made up of hundreds of individual decision trees that work together to form an ensemble. Here, each tree in the RF splits off a class prediction, with the class with the most votes being the model's forecast. Each individual tree is created by RF using bagging and feature randomization, leading in an uncorrelated forest of trees whose prediction is more accurate than any other individual tree. The forest's creation is based on the need that the forest's trees and their projections be uncorrelated, as well as the necessity for at least one predictive power [55].

The technique of how the RF algorithm carried out the phases is illustrated in an illustrative mode in Fig. 1, according to [4]. The Gini Index is a non-parametric measure of prediction capacity of variables in regression or classification, based on the idea of impurity reduction. It is likewise non-parametric and hence does not rely on data belonging to a certain type of distribution. The Gini Index of a node \( n \) is determined using the method in Eq. 6 for binary splits, according to [56], such as binary data types in erythrocyte datasets.

\[
\text{Gini} \ (n) = 1 - \sum_{j=1}^{2} p_j^2 \quad (6)
\]

where \( p_j \) is the relative frequency of class \( j \) in the node \( n \).
3.3 Ensemble Models

In a hybridization process, the RF algorithm, which is a mixture of trees, is utilized to improve on other ML algorithms to gain higher performance. There are various derivable objectives for RF-MLR Classifier model analysis, and these objectives may be satisfied using a variety of parameter estimation techniques. Unordered categorical response variables are modeled using the RF-MLR Classifier's generalized linear modeling strategy. MLR in this case merely functions as a more complex kind of logistic regression. By comparing each category of the unordered answer variable to a random reference category, this method creates a series of logistic regression models. This method generates a set of logistic regression models that reflect specific comparisons between answer categories. The response variable contains j categories, but the RF-MLR Classifier model has j – 1 logic equations. Hence, the algorithm for RF-MLR is given as follows:

Algorithm for RF-MLR Hybrid Model
Aim: Sickle Cell Disease Dataset
Step 1: Start
Step 2: for every attributes in SCD dataset do
Step 3:   Construct decision tree
Step 4:   for RF (every decision tree constructed) then
Step 5:     draw n-tree bootstrap samples for each bootstrap sample, grow un-pruned tree by choosing best split based of random sample of m-try prediction at each node perform features selection randomly from the training sample pool
Step 6:     Parent node is partitioned into child nodes
Step 7:     if (N number of trees are constructed) then
Step 8:       RF classifiers combines the results of all weak classifier to a strong classifier for SCD disease prediction using Step (6) and Step (7)
Step 9:       RF-MLR Classifier model is applied for classifying multiple levels of SCD disease as normal, abnormal, and mutant (carriers) using Step (8) and Step (9)
Step 10: end if
Step 11: end for
Step 12: end for
Result: Improved Classification and Prediction Accuracy
Step 13: End

Furthermore, the simpler error checking is in XGBoost, but because of the slower learning rate, more trees must be built. Therefore, RF and XGBoost collaborate to improve performance accuracy. XGBoost is used to support poor learners who are struggling and have strong biases and low variance. Little decision stumps or shallow trees are weak learners (trees with two leaves). The XGBoost would continually change the weights of the training collection based on earlier poorer learners in order to increase the worth...
of data that has been incorrectly appraised. The RF algorithms with the XGBoost functions n-rounds, eta, a (alpha), and generate the RF-XGBoost hybrid technique (lambda). These functions were chosen because they make it possible to keep track of how many times a tree is built, which leads to a more precise tree-based model. When employing bagging procedures in RF, these XGBoost routines are meant to aid with the development of individual trees and raise the weight of the majority vote. Therefore, by lowering the Out-of-bag (OOB) error value and increasing model accuracy, RF-XGBoost hybridization improves the RF model. This is because RF overfits the model because it is unable to calculate the ideal number of trees to utilize. Hence, the algorithm for the RF-XGBoost model is given as follows:

Algorithm for Random Forest-XGBoost Hybrid Model
1: procedure RF-XGBoost (n-tree, m-try, n-rounds, c, eta, a, lambda)
2: for each class, Ci ∈ SCt do
3: Specify the training-control with 5 fold of cross-validation and grid search
4: end for
5: for RF functions do
6: draw n-tree bootstrap samples
7: for each bootstrap sample,
8: t: optimize m-try to reduce OOB error
9: end for
10: for t, use (SCt), do
11: specify the supporting parameter of model t and n-tree
12: determine best m-try value
13: end for
14: for XGBoost Functions do
15: t: optimize n-rounds, c, eta, lambda to reduce OOB error
16: create new model t1 combine the function from Step 5 and Step 6
17: end for
18: for Function t1 do
19: Predict the result using testing data based on final model t1
20: end for
21: Print the result
22: return
23: end procedure

In this study, the XGBoost algorithm was chosen to be included into the RF algorithms. XGBoost is well-known for assisting slow learners in becoming powerful learners. The XGBoost technique for hybridizing trees has the advantage of progressively increasing the weight of each branch, which strengthens the trees. It employs a gradient boosting architecture to provide a machine learning algorithm that is high-performing, versatile, and portable. In XGBoost, the lower the learning rate, the easier it is to check for errors, but this means more trees are created. As a result, the use of RF in conjunction with XGBoost improves performance precision. XGBoost is used to help struggling weak learners, who are characterized by large biases and low variance. Weak learners are like little trees with shallow roots, often as small as mere stumps (trees with two leaves). In order to boost the value of data that has been improperly graded, the XGBoost would continually changing the weights of the training collection based on past poorer learners. The RF-XGBoost hybrid method combines the RF algorithms with XGBoost functions such as n-rounds, eta, (alpha), and (lambda). These functions were chosen because they allow for the tracking of the number of iterations required to build the trees, resulting in a more accurate tree-based model.

3.4 The RBCs smears (erythrocytes) databases samples from the University of the Balearic Islands (UIB) in Spain and the Universidad de Oriente (UOC) in Cuba were combined to create the erythrocytes The Erythrocytes Smears Dataset

data set utilized in this study for SCD predictions. The erythrocytesIDB repository database provided the dataset databases which is available at http://erythrocytesidb.uib.es/. Permission to utilize the datasets with specific instructions was requested, and it was given. The erythrocytesIDB contains three RBC sample databases. The gene combinations in these erythrocytes are normal (A), aberrant (S), and mutant (C) values. The alleles produce genotypes like AA, AS, AC, SS, SC, CC, and others, which may be obtained from RBCs. Erythrocytes images with 624 rows and 6400 columns make up the original data in the erythrocyte databases from UIB and UOC. The number of features is large (6400), thus it was reduced to 624 rows and 7 columns (features) using the traditional scalar technique i.e. Z-score for better performance analysis [58]. The Z-score model was used to reduce the original data in the erythrocytes database using the mathematical formula given in Eq. 7. The model conserves its ranges as maximum and minimum and this introduce the dispersion of the series which are measured in standard deviation or variance. Here, the datasets are converted into a distribution of M (0,1) and comparisons between the series are computed. The values of the models indicates the rate of standard deviations (SDs) of the raw score if it is higher or lower from the mean score. If the Z-score is 0, then it indicates the raw score is on the mean average, if positive (+1), it indicates how many SD the raw score is above the population mean average, while if it is negative, then it indicates that the raw score is not on the mean average [4,40].

$$Z_{score} = \frac{x - \mu}{\sigma}$$  \hspace{1cm} (7)

where \(x\) is the population raw score (i.e. 6400) \(\mu\) is the mean average and \(\sigma\) is the SD.

The 624 rows were separated into two groups: 80 percent (499) were used for training, while 20 percent (125) were
used for testing. The samples are gathered from databases and categorized as round (normal), elongated (sickle), and other (mutants). The resulting copies of the original and extracted blood smears are shown in Figs. 2 and 3. The obtained RBCs were used to conduct the analysis in this study. Table 2 shows a small representation of the scaled dataset version utilized for the analysis (training and testing).

<table>
<thead>
<tr>
<th>S/N</th>
<th>AREA</th>
<th>PERMR</th>
<th>APPR EDGE</th>
<th>CONV_HULL</th>
<th>A_CIRC</th>
<th>A0_ELLIPSE</th>
<th>SHAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2436.5</td>
<td>185.5807346</td>
<td>4</td>
<td>31</td>
<td>2642.879422</td>
<td>2434.821561</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2760</td>
<td>196.9949472</td>
<td>4</td>
<td>33</td>
<td>2827.433388</td>
<td>2762.546111</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2116</td>
<td>173.1959589</td>
<td>4</td>
<td>27</td>
<td>2290.221044</td>
<td>2145.12767</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1815.5</td>
<td>161.7817446</td>
<td>4</td>
<td>29</td>
<td>1963.495408</td>
<td>1811.94079</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1571.5</td>
<td>148.953317</td>
<td>4</td>
<td>30</td>
<td>1661.902514</td>
<td>1572.698325</td>
<td>0</td>
</tr>
</tbody>
</table>
Normalisation, which is part of the pre-processing stage, is mapping or scaling techniques which is used to predict closer to larger variation. There are numerous techniques of data normalisation which ranges from Min-Max normalisation, Decimal Scaling normalisation, Integer Scaling normalisation and Z-score normalisation. This study as part of its pre-processing stage employed Z-score algorithm. This method preserves ranges (maximum and minimum) and introduce the dispersion of the series (standard deviation / variance). In this method, the datasets are converted into a M(0,1) distribution and the comparison between series were computed. The Z-score value indicates how many standard deviations the raw score is higher (away from) or lesser than the mean average. If the Z-score is 0, it indicates that the raw score is on the mean average; if it is positive (such as +1, it indicates how many standard deviations the raw score is above the population mean average; and if it is negative, it indicates that the raw score is not on the mean average. Mathematically, the Z-score is represented as shown in Eq. 7. ML algorithms such as the selected ones in this paper performs better when values in the dataset lies between -1 and +1. With respect to our dataset which has very large values, scaling method using the Z-score algorithms reduces the dataset to the desired range of desired.

The training datasets were created from 624 photographs of individual RBCs and were divided into three categories: circular – normal (202), elongated – sickle (210), and others (212). To produce a satisfactory output for the analysis, the individual RBCs are treated to several processes. Among the processes on RBC photos are grayscale conversion to Gaussian blurring, adaptive threshold, identifying contours to detect erythrocytes position in picture, and filtering contours to get the exact one that is the normal RBC and those that are not. During the contour extraction procedure, each contour feature was assessed to be sufficient for the selected ML algorithms to estimate the form of the RBCs. As a consequence, they were chosen above other pixel values that would have resulted in 6400 features. As a consequence, as stated in Table 2, the following attributes were chosen: Area, Perimeter, Approximate Edge, Convex Hull, Area Circle, Area Eclipse, and the erythrocyte Shape which are measure in meters and square meters (m²).

### 3.5 Performance Models

Accuracy, Sensitivity (Recall), Specificity, F1 Score and Area under Curve ROC are the most typical metrics of system performance. As a result, these metrics are used to summarize the findings of the ensemble models of ML algorithms that have been evaluated in this paper. According to [31] as reported by [4], these metrics are defined with respect to Eq. 8, 9, 10 and 11. Very positives, false positives, false negatives, and very negatives are abbreviated as VP, FP, FN, and VN.

\[
\text{Acc} = \frac{1}{n_{\text{test}}} \sum_{i=1}^{n_{\text{test}}} Z(x)
\]

where \(Z(x)\) is the indicator function where \(x = (c_1 - \tilde{c}_1)\). If \(x\) holds, then \(Z(x) = 1\) if otherwise \(Z(x) = 0\). Sensitivity (Recall) = \[
\frac{VP}{VP + FN}
\]
Specificity = \frac{VN}{VN+FP} \tag{10}

A Precision close to one indicates that all the recognized erythrocytes states are in fact correctly predicted. A recall close to one indicates that all the erythrocytes states, in a given sample were correctly recognized by the proposed model.

\[ F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{11} \]

For Area under curve ROC, it has the following submissions:
1. If \( AUC = 1 \), the classifier is perfect, and there is at least one threshold in this predictive model that produces a perfect prediction.
2. If the \( AUC \) is 0.5 or more (that is \( 0.5 < AUC < 1 \)), the classifier outperforms random guessing. It is possible for the classifier to have predictive value if the threshold is appropriately set.
3. If the \( AUC = 0.5 \), the classifier is based on a random guess and so has no predictive value.
4. However, the classifier is poorer than a random guess if the \( AUC \) is less than 0.5.

### 4 Experimental Results and Analysis

Researchers have advised the use of strong and accurate prediction approaches to foresee the effects of independent factors on dependent parameters since empirical equations are insufficient for modeling the links between human blood diseases and other variables. Indeed, these trustworthy individual and hybrid predictive models might help with medical data analysis. As a result, the erythrocyte dataset was used in this study to evaluate a number of ML algorithms and hybrids in order to enhance the detection of SCD in humans. The results of each of the selected ML algorithms’ study on erythrocyte datasets are highlighted in the next section, along with comparisons to other hybrids of ML algorithms utilizing Python programming language, and other performance measurement metrics. The outcomes of a number of ML algorithms are assessed.

For this work, the Python programming language was utilized to acquire various values for the retrieved characteristics, as well as other codes, with regard to circular (normal), elongated (sickle), and other (mutants). Fig. 4 depicts an example of the operation procedure on erythrocyte smears, with the various attributes retrieved that were employed in the analysis. Individual erythrocyte pictures, on the other hand, were processed, and the retrieved images were rendered in grayscale format for the training and testing processes, respectively. The retrieved grayscale forms of erythrocyte smears and individual morphologies are gathered, with round (normal) = 0, elongated (sickle) = 1, and others (mutants) = 2 as illustrated in the micro format in Table 2.

![Fig. 4. Operation Process on Erythrocyte Images](image)

#### 4.1 MLR Algorithm Performance

When fitting an MLR Model without intercept on a dataset with constant nonzero columns, the Python programming language outputs zero coefficients for continuous nonzero columns. The area under the ROC curve is a common metric in MLR. The Binary Classification Evaluator may be used to calculate the AUC.

A Precision-Recall curve shows (precision, recall) points for various threshold values, whereas a Receiver Operating Characteristic (ROC) curve shows (precision, recall) points for various threshold values (recall, false positive rate) as depicted in Fig. 6 and the corresponding heatmaps. The model predicts better when the area under the ROC curve is near to one.
4.2 XGBoost Algorithm Performance

XGBoost is well-known for assisting slow learners in becoming powerful learners. The XGBoost technique for hybridizing trees has the advantage of progressively increasing the weight of each branch, which strengthens the trees. It applies a machine learning technique with great performance, adaptability, and portability using a gradient boosting architecture. Due to the process of progressively analyzing datasets, the Gradient Descent Boosting technique tends to compute the model's output at a slower rate, XGBoost is supplied to boost or greatly boost the model's speed and performance.

Hence, Fig. 6 displays XGBoost's performance on the SCD dataset in terms of several performance measures. It is found that XGBoost has a higher FI score, indicating that the dataset's accuracy and recall provide a higher and extremely positive value. XGBoost also has an AUC of 0.98, indicating that it was able to enhance the performance of weak learners to classify the SCD dataset in 98 percent of cases. Similarly, the yellow distribution curve represents the positive class (circular or normal) RBCs, the green distribution curve represents the negative class (elongated or sickle) RBCs, and the blue distribution curve represents other unknown RBCs. The output of the analysis are demonstrated in Fig. 6 demonstrates ROC-AUC graph and the corresponding heatmaps respectively. As a result, the XGBoost model passes the erythrocytesIDB datasets prediction test. The ROC-AUC curve for the XGBoost model, which shows an AUC value of 99 percent for the elongated (sickle) class.

4.3 Random Forest Algorithm

The RF model, which is used in conjunction with other machine learning approaches to boost performance, is another decision tree methodology used in this study. As previously explained, the "randomForest" package was used to implement this strategy in the Python programming language using the sklearn package. Fig. 7 presents the performance measures of RF on erythrocytesIDB dataset for SCD dataset with respect to the performance metrics.
As a consequence, the RF model passes the test of predicting medical SCD datasets from erythrocyteIDB datasets by offering the best and highest individual ML performance results.

Fig. 7 displays the ROC-AUC curve for the RF model, which demonstrates that the elongated (sickle) class has an AUC of 99 percent and the Confusion Matrix respectively. The RF model also has a 99 percent ROC-AUC value for predicting SCD dataset, which passes the AUC 0.9 point on a 0.5 threshold level of significance. As a result, the RF model present a better individual ML prediction test for SCD using the erythrocyteIDB datasets. Similarly, from each of the ML algorithms under study, the yellow distribution curve represents the positive class (circular or normal) RBCs, the green distribution curve represents the negative class (elongated or sickle) RBCs, and the blue distribution curve represents other unknown RBCs.

4.4 The Performance of the proposed ensemble classifiers

These functions (as shown in section 3.4) were chosen because they make it possible to keep track of how many times a tree is built, which leads to a more precise tree-based model. When employing bagging procedures in RF, these XGBoost routines are meant to aid with the development of individual trees and raise the weight of the majority vote. Therefore, by lowering the Out-of-bag (OOB) error value and increasing model accuracy, RF-XGBoost hybridization improves the RF model. This is because RF overfits the model because it is unable to calculate the ideal number of trees to utilize.

These XGBoost functions boost the majority vote value in RF while also contributing in the creation of individual trees in the RF bagging techniques procedure. The RF-XGBoost hybrid models presents an accuracy of 99% and an improvement over individual ML algorithms (XGBoost = 90% and RF = 93%). As a consequence, RF-XGBoost hybridization helps to increase the RF model's accuracy by decreasing the Out-of-bag (OOB) error number. This is due to RF’s failure to calculate the ideal amount of trees, causing the model to overfit. Table 3 illustrates the results of the prediction using individual algorithms and their hybrid models. The performance output of the hybridization of the RF and MLR Hybrid models is shown in Table 3. In comparison to the individual MLR model, the output of the hybridization of RF-MLR provides a modest decline in accuracy in terms of performance metrics. The accuracy of the RF-MLR model is 92 percent, compared to 93 percent for individual RF. When compared to its combination with the RF model, MLR has a decline performance in terms of the performance metrics. Hence, MLR model (which has an accuracy of 87%) improves even when extra trees are added to mitigate Out-of-bag (OOB) errors that may arise from categorizing the erythrocyteIDB dataset.

<table>
<thead>
<tr>
<th>ML algorithms &amp; Hybrids Models</th>
<th>Performance Metrics (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>LR(MLR)</td>
<td>87</td>
</tr>
<tr>
<td>XGBoost</td>
<td>90</td>
</tr>
<tr>
<td>RF</td>
<td>93</td>
</tr>
</tbody>
</table>
As discussed in earlier sections, the performance of the RF-XGBoost Hybrid model is compared to that of individual and other ML method classifiers. Table 3 illustrates the results of the RF-XGBoost hybrid model’s as against other individual and hybrid models prediction based on their accuracy, sensitivity, specificity, and AUC. Fig. 8 shows a bar graph of all the ML algorithms, hybrid models and their performances.

<table>
<thead>
<tr>
<th>ML Algorithms &amp; Hybrid Models</th>
<th>RF-MLR</th>
<th>RF-XGBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>92</td>
<td>99</td>
</tr>
<tr>
<td>Recall</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td>Specificity</td>
<td>91</td>
<td>96</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>92</td>
<td>97</td>
</tr>
<tr>
<td>AUC</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

Based on the performance measurements, it can be seen that the RF-XGBoost Hybrid classifier outperformed other ML method classifiers in terms of predicting SCD from erythrocytesIDB datasets with an accuracy of 99%.

**5 Discussion**

Future researchers working on SCD prediction can use the findings of this study to develop more effective ways for analyzing aberrant RBCs. With exceptional forecasting skills, the proposed hybridized ML prediction approaches were able to correctly detect distinct blood problems samples contained inside the erythrocytesIDB dataset. More hybrid techniques to sickle detection might be studied in the future. The findings of this study, on the other hand, benefit healthcare providers, hematologists, data scientists, bioinformaticists, geneticists, and other medical data researchers. As a result, future researchers in this field may need to depend on Big Data and AI to deal with the computational challenges that come from sickle cell case pre-processing and prediction.

Due to the complexity of the data, selecting significant genes and accurately classifying alleles for improved performance has proven challenging in the investigation of SCD. As a result, several statistical and machine learning techniques are employed. A condensed version of the dataset was utilized for the testing due to the size of the dataset and the intensive processing needed to manage the creation of the hybrid ML models. The accessibility of regional material is another issue. With involvement of local content, the analyses might produce a better result.

The hybrid RF-XGBoost algorithm model in this work has room for improvement. Both binary and multiclass classification issues are addressed by the approach. Although the binary classification challenge in medical data research is the most frequent, this approach may also be enhanced for multiclass classification issues. Interested in is also survival analysis. A meaningful biological link between gene expression levels and the survival window or condition of certain SCD patients may be demonstrated by using the relevant parameters selected by the model as predictors in survival models. Improved machine learning methods that can help with the prediction and categorization of red blood cell abnormalities will be the focus of future research. Future work to this research include incorporating more sophisticated hybrid ML models that make use of Big Data and AI technology with emphasis on local content. Future research may concentrate on producing more output from a greater variety of datasets as the built models in this study only use two datasets.
6 Limitation and Implication

Due to the complexity of the data, selecting significant genes and accurately classifying alleles for improved performance has proven challenging in the investigation of SCD. As a result, several statistical and machine learning techniques are employed. A condensed version of the dataset was utilized for the testing due to the size of the dataset and the intensive processing needed to manage the creation of the hybrid ML models. The accessibility of regional material is another issue. With involvement of local content, the analyses might produce a better result.

7 Conclusion

The strategies used in this study improved the status of disorder prediction in a variety of ways. This study presents the various evolutions and dimensions of blood abnormalities. The study also looked at literature that offered different methods for predicting sickle cell disease. Following that, better prediction models for detecting these abnormalities were created using a methodological framework based on ensemble ML approaches. These models were trained, tested, and evaluated using erythrocytesIDB datasets. After understanding the complicated pattern in the dataset through exploratory analysis, the study emphasized the importance of using ensemble methodologies to forecast sickle cell disease. As such, RF-XGBoost hybrid model demonstrated to outperform both individual ML algorithms and RF-MLR hybrid model with a performance efficiency of 99%. Therefore, hybridizing ML algorithm has shown to offer better performance and also increase the throughput time of analysis.
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