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Abstract 

INTRODUCTION: Recent deep learning based image editing methods have achieved promising results for removing object 
in an image but fail to generate appreciable performance for removing large objects of complex nature, especially mask from 
facial images. Towards this goal the objective of this work is to remove mask objects in facial images. In this study, authors 
propose a novel approach for face completion using Generative Adversarial Networks (GANs) that utilize masked data. This 
technology can help in image restoration and preservation, thus enabling us to cherish those memories that are held dear to 
our hearts. 
OBJECTIVES: Train a GAN to learn the mapping from incomplete to complete face images by utilizing a masked input 
image. 
METHODS: The discriminator is trained to distinguish between face images and full ground truth images. Our results 
indicate that our technique generates high-quality, realistic facial images that are visually comparable to the ground truth 
and that it can generalise to new faces that were not encountered during training. 
RESULTS: Our findings indicate that GANs with masked inputs are a good approach for generating whole face images from 
partial or masked data. 
CONCLUSION: Our experimental findings show that our method produces facial images of great quality and realism that 
are visually equivalent to the actual thing. Our proposed approach can also be applied to fresh faces that weren’t seen. The 
performance can still be improved further using larger dataset. Also, further investigation into adversial attacks may help in 
improving performance. This technology can be further utilized for developing realtime mask removal software as well. 
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1. Introduction

The COVID-19 pandemic [1] has affected our lives in 
countless ways, including the way the world interacts, and 
the way people commemorate our essential moments. 
Wearing masks became an absolute necessity and slowly 
incorporated into our daily social norms. While face mask 
has become a fashion for some, it was a nuisance for others. 

*Corresponding author. Email: anshumansharma179@gmail.com

Especially for many, the major regrets might be that their 
special photos taken during the pandemic era were taken 
with face masks. While masks were necessary to protect 
ourselves and others from the spread of COVID-19, they 
made it difficult to capture the essence and emotions of 
those special moments. 

The purpose of the paper is to remove masks from these 
photos, as realistically as possible, thereby restoring the 
visual memories of the special moments. Our aim of this 
paper is to use the Generative Deep Learning model [2] to 
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train on data to automatically remove face masks from 
photos which can be further used to develop image editing 
software that can remove face masks with precision and 
ease. By removing the face masks from our special photos, 
one can preserve their moments as they were meant to 
be remembered, without the visual barrier of a face mask. 
This would help many to look back at their past memories 
during the pandemic with more clarity and appreciation for 
the moments that they shared with their loved ones, even 
in midst of a challenging time. 
To develop a solution to our problem of removing masks 
from photos during the pandemic, authors have used 
normal faces dataset, with multiple images of both men and 
women with their faces not covered by a mask. To simulate 
the effect of a face mask on a real image, they have 
employed a mask generator, which applied various types of 
masks over the real faces, thus mimicking the appearance 
of face masks in photographs. The mask generator has 
applied various types of masks with varying degrees of 
coverage and thickness to suit the face, representing 
different types of masks that were commonly worn during 
the pandemic. This is an effective way of generating 
masked photos while also having an original photo of the 
respective faces. The deep learning model that had used is 
Generative Adversarial Network (GAN) [3], which is just 
another neural network, commonly used for generating 
new data, such as images. The primary concept of GAN is 
behind one concept it has two parts the “generator” which 
creates the data samples and the “discriminator” which 
distinguished between the generated image and the real 
image for the training set of images. The two networks are 
trained in such a process usually known as adversarial 
training, which constitutes a generator trying to create 
realistic data that can fool the discriminator, while the 
discriminator tries to correctly identify which data is real 
and which is fake. As the two networks keep on competing 
with each other, the generator keeps on getting better and 
creates more realistic data, while the discriminator 
becomes better at identifying real and fake data. Over time, 
the generator can produce data that is indistinguishable 
from real data, creating new realistic data. GANs hence, 
have a wide range of applications from creating realistic 
images to generating music and speech. GANs also have 
the advantage of using less training data to create realistic, 
high-quality data in an unsupervised fashion that can 
support a variety of data types. 

2. Literature Review 

In recent years deep learning-based approaches are gaining 
popularity in different fields [4–6]. In this paper, we 
primarily focus on the unmasking of masked faces using 
GAN. In 2020, a similar work was published in which 
authors used GAN-Based Network for the Unmasking of 
Masked Faces [7] where the authors of the study employed 
a network based on GAN (Generative Adversarial Network) 
with two discriminators. The first discriminator was used 
to learn the overall structure of the face, while the second 

discriminator was utilized to focus on learning the intricate 
details of the missing regions. Similarly, in 2014, a study 
[8] was conducted where the authors introduced a modified 
version of generative adversarial nets, called the 
conditional version. This model could be created by 
feeding the desired data, y, to both the generator and 
discriminator. The authors demonstrated that this model 
was capable of generating MNIST digit based on class 
labels. Furthermore, they explained how this model could 
be utilized to learn a multi-modal model. Moreover, in 
2017 authors proposed a new framework called Seq-GAN 
[9]. In this study, the author proposes a novel method for 
sequence generation using a combination of Generative 
Adversarial Networks (GANs) and reinforcement learning 
techniques. The authors introduce a framework called Seq-
GAN that uses a generator network to generate sequences, 
a discriminator network to evaluate the quality of the 
generated sequences, and a reinforcement learning 
algorithm to 3 improve the generator’s performance. 
additionally, in 2017 [10] a work was published in which 
the authors introduce a framework called Dual 
Discriminator Generative Adversarial Nets (D2GAN) that 
uses two discriminators to evaluate the generated samples. 
One discriminator focuses on global features while the 
other one focuses on local features. The generator is trained 
to fool both discriminators simultaneously. Furthermore, in 
2017 [11] a new approach was proposed in which authors 
used a new approach to train the Generative Adversarial 
Nets (GANs) with a mixture of generators the main 
intuition is to employ multiple generators, instead of using 
a single one as in the original GAN. Additionally, in 2021 
[12] a new approach was presented two-stage Facial 
Structure Guided Generative Adversarial Network (FSG-
GAN). Besides, in 2023 [13] a paper was published in 
which the survey covers various applications of GANs for 
face generation, such as face image synthesis, style transfer, 
facial attribute manipulation, and face aging. The authors 
also discuss the ethical considerations related to the use of 
GANs for face generation, such as privacy concerns and 
potential biases in the generated images. In 2019, a 
research paper [14] was presented that introduced a method 
for successful GAN (Generative Adversarial Network) 
training with limited data by randomly masking certain 
image information. In another research of GANs, [15] the 
authors found that the hierarchical convectional nature of 
typical GANs generally depends upon the absolute pixel 
coordinates, resulting in less detailed image generation. 
They made small architectural changes in the model that 
guaranteed that unwanted information cannot leak into the 
synthesis process, thus resulting in better image generation. 
Again, in [16], the authors have suggested using deep 
convolutional generative adversarial networks for 
generating image-like containers using Steganalysis, which 
is the exact opposite process of collection of methods to 
hide secret information. In another research of GANs [17], 
the authors have introduced Slimmable GANs or 
SlimGANs, which can automatically and flexibly switch 
the width of the generator to accommodate various trade-
offs for quality-efficiency at runtime. The authors have 
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maintained the consistency between generators of different 
widths, by using an in-place distillation technique that 
enables the narrow generators to learn more from the wide 
ones. Also there had been an interesting research [18], 
where the authors have used a hybrid network architecture, 
by decoupling feature generation and neural rendering, to 
produce high quality 3D synthesis with FFHQ and AFHQ 
Cats, along with other experiments.The authors of the 
study created two distinct methods of masking that were 
used along different dimensions of the training images. 
One of the methods involved spatial masking that 
randomly masked certain portions of the images based on 
random shifts. The other method was balanced spectral 
masking, which masked certain image spectral bands using 
self-adaptive probabilities. There is a plethora of GANs 
research, but the authors could only cover so much in this 
paper. 

3. Materials and methods 

The following flowchart Fig. 1 illustrates the step-by-step 
process of this research. The first step involves problem 
identification, in which the authors have identified the 
problem of this research. The following step includes a 
collection of the dataset that was related to the problem. 
After collection, a Data pipeline was formed in which first 
data was loaded afterward the authors resized the images 
according to model requirements after resizing cropping 
was done on images then eventually data was normalized. 
Next in this paper, the authors have built Generator, the 
generator is in charge of producing fresh data that closely 
resembles the distribution of the training data. It takes a 
random noise vector as input and creates a sample that is 
meant to be comparable to the original data. Later on, the 
discriminator was formed. The discriminator, on the other 
hand, is in charge of discriminating between genuine and 
fake data. It takes a sample as input and guesses whether it 
is accurate or not. In most cases, the discriminator is a 
neural network with learnable parameters that have been 
trained to distinguish genuine and fraudulent data 
successfully. After creating all the necessary requirements, 
they trained and tested the model for 200000 steps. 

 
                 Fig. 1: Workflow 

4. Dataset 

The authors broke the problem into two parts. The first 
stage of the model automatically produced binary 
segmentation for the mask region. The second stage 
removed the mask and synthesizes the affected region with 
fine details while retaining the global coherency of the face 
structure. The data contains 7030 training data and 3030 
testing data. The image in the data contains input image and 
ground truth using these parameters. Our purpose of the 
model is to produce images, the image size used in this 
study is 256 x 256. Fig. 2 and Fig. 3 show a sample dataset 
that contains both input image and ground truth. 

 
              

Fig. 2: Data Sample 1 
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Fig. 3: Data Sample 2 

5. Model 

In this segment, the results will be discussed. After loading 
and preprocessing data, they worked on the model 
architecture of GANs, in which authors started by building 
the generator, and then after the generator, the 
discriminator was built. The generator network Fig. 4 takes 
an input picture and produces an output image. To create 
the output picture, the input image is first down sampled 
via a number of convolutional layers to extract low-level 
information, then up sampled through a sequence of 
transposed convolutional layers. The discriminator Fig. 5 
network receives as input pairs of actual and produced 
pictures and returns a scalar value expressing the likelihood 
that the input pair is real. To extract features, the input pairs 
are first concatenated along the channel dimension, then 
down sampled via a sequence of convolutional layers. To 
generate the scalar output, the resultant feature map is 
processed through a final convolutional layer. The 
generator and discriminator networks are trained 
alternately throughout training. In each iteration of the 
training process, the generator network is instructed to 
produce images that resemble the real images more closely. 
On the other hand, the discriminator network is trained to 
become more adapt at differentiating between real images 
and images generated by the generator network. 

 
                 

Fig. 4: Generator 

 
 

Fig. 5: Discriminator 

6. Results 
In this section, the results produced by this research will be 
discussed. The authors evaluate the proposed approach to 
the dataset which contains images of people wearing face 
masks. They trained their model for 2,00,000 iterations. 
Time take for every 1000 steps was 49.73 seconds. They 
randomly split the dataset into training and test sets with a 
70/30 split. They used the training set to train our GAN 
model and evaluated the performance of our approach on 
the test set. Figure 1 shows some qualitative results of our 
approach to the test set. One can see that their GAN model 
is able to generate high-quality, realistic images of people 
without masks, even when the input image is partial or 
masked. The generated images closely resemble the ground 
truth images, with detailed facial features and realistic skin 
tones. They evaluated the performance of our approach 
using two common metrics: Peak Signal-to-Noise Ratio 
(PSNR) and Structural Similarity Index Measure (SSIM). 

6.1. Peak Signal-to-Noise Ratio 

PSNR is a measure of image quality defined as the ratio 
between the maximum possible value of a signal and the 
noise in the signal. It is commonly used to compare the 
quality of a compressed image to the original or 
uncompressed version. PSNR can be defined. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 10𝑙𝑙𝑙𝑙𝑙𝑙10
𝑀𝑀𝑀𝑀𝑀𝑀2

𝑀𝑀𝑀𝑀𝑀𝑀
    (1) 

 
MAX: the maximum pixel value of the image (e.g., 255 for 
8-bit grayscale or RGB images) 
 
MSE: mean squared error between the original and 
compressed images. 
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6.2. Structural Similarity Index 
 
SSIM is a measure of image quality that takes into 
account structural information, such as luminance, 
contrast, and structure. It is also used to evaluate the 
similarity between 
two images. 

𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆(𝑋𝑋,𝑌𝑌) =
(2𝜇𝜇𝑥𝑥𝜇𝜇𝑦𝑦 + 𝑐𝑐1)(2𝜎𝜎𝑥𝑥𝑦𝑦 + 𝑐𝑐2)

(𝜇𝜇𝑥𝑥2 + 𝜇𝜇𝑦𝑦2 + 𝑐𝑐1)(𝜎𝜎𝑥𝑥2 + 𝜎𝜎𝑦𝑦2 + 𝑐𝑐2)
 

 
x, y: the two images being compared 
μx, μy : the means of x and y, respectively 
σx, σy : the standard deviations of x and y, respectively 
σxy : the covariance between x and y 
c1, c2: small constants to avoid instability (often set to 
(k1L)2 and (k2L)2, respectively, where L is the dynamic 
range of the pixel values and k1 and k2 are constants) 
 

Fig. 6, Fig. 7 and fig 8 show us the results provided by this 
research which contain input image, ground truth, and 
predicted image, which was predicted using the GAN 
model, it is clearly visible that the predicted image is 
similar to the ground truth value. Fig. 9, Fig. 10, and fig 11 
provide information about parameters that were used to 
evaluate our model. 

 

                 Fig. 6: Sample Result 1 
 

 
Fig. 7: Sample Result 2 
 

  
Fig. 8: Sample Result 3 

 

 

Fig. 9: Sample Result [PSNR+SSIM] 1 

     
      Fig. 10: Sample Result [PSNR+SSIM] 2 

Fig. 11: Sample Result [PSNR+SSIM] 3  

6. Conclusion 
This study’s primary goal is to provide a novel technique 
for face completion that makes use of Generative 
Adversarial Networks (GANs) and masked data. The 
authors suggested a method of feeding a masked input 
image into a GAN in order to train it to understand the map 
of the mask on facial images. The discriminator is taught 
to distinguish between full ground truth images and face 
images. Our experimental findings show that our method 
produces facial images of great quality and realism that are 
visually equivalent to the actual thing. Our approach can 
also be applied to fresh faces that weren’t seen throughout 
training. Overall, our research indicates that using GANs 
with masked inputs to create entire face images from partial 
or masked data is a promising method. 
 
8. Future Scope 

 
For future work, more complex GANs with multimodal 
completion can be tested and improved. Future work can 
also include further investigation of adversarial attacks and 
the robustness of the model and try to reduce them. A real-
time-based face mask removal software can also be 
implemented in the future. 
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