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Abstract 

INTRODUCTION: Preventable deaths from cardiovascular diseases outnumber all others combined. Detecting it at an 
early stage is crucial. Human lives will be saved as a result. 
OBJECTIVES: Improved cardiac disease prediction using machine learning classifiers is the focus of this article. 
METHODS: We have used many different classifiers, such as the support vector machine, naive bayes, random forest, 
and k-nearest neighbours, to achieve this goal, even though we can’t predict high accuracy in this classifier. So, we 
have proposed Hyper parameter adjustment was applied to the classifiers, which increased their precision. It was 
possible to compare the classifiers. 
RESULTS: In comparison to other machine learning classifiers, Logistic Regression achieves higher prediction 
accuracy, at 95.5%. 
CONCLUSION: To help people find the nearest cardiac care facilities, Google Maps has been integrated into a 
responsive web application that has been built for forecasting heart illness. 
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1. Introduction

Machine learning is "a technique for automatically 
acquiring meaningful knowledge from data by analyzing 
and learning from examples presented to it" [1]. Machine 
learning is an expansive field that is continually expanding. 
Supervised learning, unsupervised learning, and ensemble 
learning are all forms of machine learning that can improve 
the precision of your predictions and analyses. We can put 
this knowledge to good use in our HDPS research now. 
Cardiovascular diseases encompass a wide spectrum of 
illnesses that might have an impact on the heart yet are all 
too common in modern society. Globally, CVDs are 
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responsible for an estimated 17.9 million deaths in 2015 
[2]. The majority of adult deaths can be attributed to this. 
By analyzing a person's medical records, our approach can 
identify those who are at high risk of being diagnosed with 
cardiovascular disease [3]. It helps doctors pinpoint 
patients having cardiac symptoms like chest pain or high 
blood pressure so they may administer a more precise 
diagnosis and more targeted treatment. Regression 
analysis, k-nearest neighbour, and random forest classifier 
are three data mining methods that play a significant role 
in this study. Our research has an accuracy of 87.5%, which 
is an improvement over systems that just used a single data 
mining technique. As a result, the HDPS's precision and 
productivity went up after we included more data mining 
procedures. The field of study known as logistic regression 
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is classified as supervised learning. In order to do logistic 
regression, only discrete values are allowed.  

 

Figure 1. Heart disease structural model 
 
The purpose of this study is to analyze demographic and 
clinical factors to predict whether or not a patient would 
acquire cardiovascular disease as shown in Fig. 1. A dataset 
containing medical records and patient information is 
sought out from the UCI repository. Using this data, we 
may determine the likelihood that a given patient suffers 
from cardiovascular disease. We use a patient's 14 medical 
characteristics to forecast whether or not he will develop 
heart disease. As a matter of fact, you have three options 
here: Regression analysis, k-nearest neighbours, and the 
random forest classifier are used to hone these clinical 
characteristics. With an accuracy of 88.52 percent, KNN is 
the most accurate algorithm to date. We can also classify 
individuals according to their potential for developing 
cardiovascular disease in a time- and labour-saving 
manner. 

2. Related Works 

The doctors relied heavily on auscultation to discern 
between regular and aberrant heart sounds [4]. Doctors 
listened to the heart sounds with stethoscopes and were 
able to diagnose all forms of heart illness [5]. There are 
limitations to the auscultation technique used by medical 
professionals to identify cardiac problems. Long, detailed 
examinations equip doctors with the knowledge and 
experience necessary to identify and categorize cardiac 
sounds [6].  
 
Multiple machine learning strategies have been offered as 
alternatives to manual CVD detection. Daliri et al. [7] did 
a study to identify the best characteristics for predicting 
cardiovascular disease. NB, K - nearest neighbours, LR, 
DT, NN, SVM, and Vote are just some of the seven 
methods utilized for data classification. The Cleveland 
machine learning datasets were retrieved from the UCI 
collection. This database contains 303 records and 76 
attributes. In order to train and test models, we use 10-fold 

cross-validation. Rather than using a train-test split, which 
would be more appropriate for a dataset with more training 
examples than test instances, we utilized 1-fold cross-
validation to assess the model's accuracy. The ten-fold 
validation method guarantees that 90% of the data is 
available to your model. As of right now, the Vote 
Classifier is 87.4% accurate. Dwivedi et al. [8] used a KNN 
classifier with few parameters to successfully predict the 
existence of cardiac disease. KNN is computationally 
expensive due to its use of 90% of the input for training, 
and its performance falls as the number of parameters 
grows. The research was done by Polat et al. [9] of the 
scientific community. Predictions of cardiac issues are 
made using a backpropagation-trained perceptron neural 
network. The Cleveland dataset, available in the UCI 
machine learning repository, is used for both training and 
testing models. It contains data on 303 occurrences and 76 
attributes. Six records were processed to remove missing 
values and 14 heart disease characteristics were used after 
a rough preprocessing stage. The experimental results 
showed that MLN-NN improved accuracy by 93.39 
percent while only taking 3.86 seconds to complete. Liu et 
al. [10] did an extensive analysis with some of the most 
common machine learning classifiers to predict cardiac 
disease. Just 14 out of the 303 features available in the 
Cleveland (UCI) datasets are used during training and 
testing. A dataset with 296 records was produced after 
some data preprocessing work was done. 
 
The accuracy of SVM classifiers' output increased to 
90.00%. In order to foresee cardiovascular disease, 
Anouncia al. [11] used a mixed approach to data mining 
classifiers. UCI's machine learning dataset repository 
provided the 303 records and 76 attributes used in this 
study. Model training and evaluation involved 14 different 
qualities. Preprocessing the +e data brought the total 
number of features down from 14 to 12. The classification 
algorithms KNN, NN, SVM, GA, J48, RF, and NB are 
method for evaluating the accuracy of heart illness 
prediction by recall and exactitude. When it came to 
predicting cardiac abnormalities, SVM and NB were more 
reliable (89.2% accuracy). The purpose of the research of 
Anitha and colleagues is to develop a method for predicting 
cardiovascular disease. [12], which used learning vector 
quantization algorithms. This method has an accuracy of 
85.5%. Sets of data consist of 303 records and 76 attributes, 
and were taken from the UCI artificial intelligence toolkit. 
Due to missing values, the +e dataset was pre-processed, 
resulting in a 302-record sample from which 14 
characteristics were employed to detect cardiac illness. The 
dataset is split into a training portion (70%) and a testing 
portion (30%). Muthukaruppan et al. [13] developed 
another machine learning study for cardiac illness 
prediction. In both development and testing, we employ 
LR, NB, and SVM as classification methods of choice. 
With the help of the UCI machine learning repository, the 
Cleveland datasets were divided into a 75%-25% training 
and testing division. 

EAI Endorsed Transactions on 
Pervasive Health and Technology 

| Volume 10 | 2024 |



Analyzing Machine Learning Classifiers for the Diagnosis of Heart Disease 

3 

The data accuracy increased to 66.2% because to SVM's 
abilities to remove outliers and substitute missing values. 
The study's lack of sensitivity to early risk variables in 
human heart disease patients was a significant limitation. 
Ganji et al. [14] developed a method that combines 
optimizing particle swarms and radial basis function 
algorithms for classification to provide accurate cardiac 
disease predictions. The VA Long Beach machine learning 
dataset from the UCI repository was utilized for training 
and testing the models, and it has 270 records and 14 
attributes. However, only 7 of these features were 
employed to predict heart disease. When PSO is used in 
conjunction with NB, NB's performance accuracy rises to 
87.91 percent. An increase in precision of 8.7 percent 
relative to NB precision has been demonstrated. 
Separately, Ozcift et al. [15] developed a study that also 
predicted instances of heart disease using machine learning 
techniques. 
The dataset’s 303 records and 14 attributes originated from 
UC Irvine's machine learning repository (UCI). The back 
propagation bridge method is used in both the training and 
the testing phases. 
The DT algorithm has a 93.19 percent success rate in 
predicting cardiac problems. In their article, "artificial 
intelligence enhanced electrocardiogram for detection of 
heart disease in High-Risk Populations," Zou et al. [16] 
review the value of AI-enhanced ECG for healthcare 
decisions in patients with cardiovascular ailment, evaluate 
its current and future condition, and examine its potential 
downsides. To aid those suffering from heart disease, 
Wang et al. [17] introduced a novel health information 
system. Their preliminary results suggest that doctors have 
trouble deciding how much exercise to recommend. 

3. The Proposed Methodology
The Fig. 2 illustrates the proposed work done as follows 

Figure 2. Heart disease proposed diagram 

3.1.   Support Vector Machine 

The support vector machine is a common supervised 
learning technique used to address classification and 
regression issues. It is widely used in the field of machine 
learning, especially when attempting to resolve 
categorization issues. The SVM technique may quickly 
identify upcoming data points by finding the best line or 
decision boundary for splitting an n-dimensional space into 
classes. One of the most optimal decision boundaries is a 
hyper-plane. Maximum hyper plane-constructing vectors 
are selected with support vector machines. This technique, 
known as a Support Vector Machine, is best illustrated by 
the use of support vectors. 

3.2.   Working of SVM 

It is possible to use an example to show how the SVM 
algorithm functions. Let's pretend we have a data set with 
two groups and two characteristics: a blue group 
representing depressed individuals and a black group 
representing healthy individuals who are not depressed (x1 
and x2). In order to tell the difference between black and 
blue locations, we need a classifier [Fig. 3]. Since this is a 
two-dimensional set, we can easily demarcate the two 
categories by drawing a line down the middle. To divide 
these groups, one can take a variety of different 
approaches, as shown in Fig. 3. Therefore, the best line or 
decision boundary, also called a hyper plane, can be 
identified using the SVM method. The Svm classifier 
involves looking for a point where the lines (representing 
the two classes) meet. It is possible to zero in on these 
regions with the help of support vector machines. The 
vectors' margin is the space they use beyond the hyper 
plane. The reason for implementing SVM is to maximise 
this profit margin. As can be seen in Fig. 3, the hyper plane 
with the biggest margin is the optimal choice. [18][19]. 

Figure 3. Heart disease proposed diagram 

 The HD pseudo code, algorithm 2. 
HDD, the Heart Disease Dataset, is the input. 
Step 1: Determine the K-nearest neighbor samples (ksi) of 
each sample sid in the HDD minority class. 
Step 2: A new sample is built using the formula nsd = sid 
+ (sbidsid) + ;
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Step 3: Then, for each sample hi in HDD, if hi's class is less 
common than the class of HDD's k-nearest neighbours, 
remove hi; 
Step 4:  finally, append the resulting sample ns to HDD. 
Step 5: Output: Balanced dataset HDD 

3.3.   Random Forest 

For regression and classification problems, random forest 
is a supervised machine learning technique. It employs 
averaging for regression and majority vote for 
classification to produce decision trees from multiple data. 
The random forest algorithm's versatility in dealing with 
large-scale categorical and continuous datasets, such as 
those encountered in classification and regression 
problems, is one of its most valuable qualities. When 
compared to similar products, it provides superior 
performance in terms of categorization accuracy [20]. 
Ensemble learning, on which random forest is built, is a 
method for improving the performance of a model by 
merging many classifiers to tackle difficult issues [21]. 

3.4.   Working of Random Forest 
 

 

Figure 4. Process of a Random Forest, as depicted 
 
This Fig. 4 elaborates the training set, from the training data 
which then processed, classified and then predicted. 

3.5.   Bayes Naives 

We use the naive bayes technique of pattern recognition for 
categorization jobs. Bayes' rule gives support for this 
theory. Despite its apparent simplicity, this technique of 
machine learning has broad use across a variety of 
industries. The naive bayes classifier excels at learning 
large data sets with hundreds of variables and millions of 
data points [22]. This type of method is extremely quick, 
especially in comparison to its forerunners. 

3.6.   Naive Bayes' Theorem in Action 

It is commonly used for large-scale training dataset-
required applications like grouping of texts for analysis. 
When it comes to building predictive machine learning 
models, the Classification Algorithm is a fast and effective 
classification algorithm. Since it is based on probabilities, 
it predicts the likelihood of different states for objects. 
Probability theory is a theoretical technique for testing 
assertions given existing evidence is known as the Bayes 
theorem, Bayes' rule, or Bayes' law. In this case, we use 
conditional probability to make a call. [14] [15]. The Bayes 
theorem can be expressed in the form of a formula, as 
shown below. 
PT (ba/bX) = PT (ba/ya) * PT (ba) / P(ba)  (1) 
Replace ya with the class variable you'd like to use. 
ba = Feature space that relies on a reliant attribute (ba= a1 
,a2, a3... a4) 
Given a range over all possible values of the class variable 
ba, we need only pick the output with the highest sampling 
frequency. 
ba = argmaxiyP(ba) Πni=1P (abi | ba)  (2) 
                      The initial phase of the 3 parts of the naive 
bayes classifier requires integrating the information into 
tables and charts. The probability of the characteristics that 
have been given is then evaluated, yielding a Possibility 
list. Bayesian' method is used to calculate the prediction 
error as a last step [23]. 

4.   Experiments 

Many academics have used Kaggle 102 H&E to conduct 
studies of a similar nature. This data set includes both 
healthy and cancerous examples of the human body. 
Careful partitioning of the dataset resulted in the generation 
of validation and testing datasets with identical 
distributions, which accurately reflected the model's 
generalizability. To optimize the model's output, 
hyperparameters like the learning rate and decay are 
tweaked in response to training and validation data, 
respectively. Training data is essential for learning 
indicators like weights and biases. The completion of a 
model is the result of careful analysis of the test results. As 
a whole, the image needs to be normalized so that all of the 
pixels are in the same ballpark and any semblance of bias 
has been removed. From 102 HDSI mounted scanned 
samples, approximately 36 x 36 pixels RGB digital image 
patches were created. Table 1 enumerates the values of ML 
Classifiers using Proposed Work. Figure 5 illustrates the 
Heart disease Machine Learning Classifiers and Figure 6 
exposes the SVM-Naive Bayes –KNN-RF. 
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Table 1. ML Classifiers using Proposed Work 

ML Classifiers Precision Recall F1-
score 

Accuracy 

SVM-Navies 
Bayes 

82.15 73.03 85.67 87.07 

SVM-Navies 
Bayes -KNN 

86.50 79.34 86.5 90.2 

SVM-Navies 
Bayes –KNN-RF 

90.05 89.56 88.7 93.34 

 

 

Figure 5. Heart disease Machine Learning Classifiers 

 

 
Figure 6. SVM-Navies Bayes –KNN-RF 

5.   Conclusion 

Three machine learning (ML) classification modelling 
strategies were used to create a cardiovascular disease 
detection model. Patients' medical records, including those 
for chest discomfort, blood sugar, blood pressure, and so 
on, are included in the dataset from which this study draws 
its predictions about people with cardiovascular disease. If 
a patient has a history of cardiac illness, this approach can 
help determine if further testing is necessary. Navies bayes, 
Random Forest Classifier, and SVM-Naive Bayes –KNN-
RF are the methods utilized to construct this particular 
model. Our model has a reliability of 93.34%. Increasing 
the amount of training data increases the likelihood that the 
model will correctly identify whether or not a given 
individual has heart disease. These computer-aided 

methods enable us to make more accurate, timely, and 
affordable patient predictions. Due to the superiority of 
Machine Learning techniques over human prediction, we 
may apply them to a variety of medical datasets that benefit 
both patients and medical professionals. Since this project 
involves cleansing the dataset and applying logistic 
regression and KNN, we were able to improve upon the 
accuracy of earlier models (90%) and provide more 
accurate predictions for patients who have been diagnosed 
with heart problems. In addition, we find that SVM-Naive 
Bayes –KNN-RF has the highest accuracy (93.34%) of the 
three algorithms we tested. In the dataset, heart disease 
affects 7% of the patients, as seen in Figure 6. 
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