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Abstract

INTRODUCTION: This paper focuses on building a text analytics-based solution to help the suicide prevention communities to detect suicidal signals from text data collected from online platform and take action to prevent the tragedy.

OBJECTIVES: The objective of the paper is to build a suicide ideation detection (SID) model that can classify text as suicidal or non-suicidal and a keyword extractor to extracted influential keywords that are possible suicide risk factors from the suicidal text.

METHODS: This paper proposed an attention-based Bi-LSTM model. An attention layer can assist the deep learning model to capture influential keywords of the model classifying decisions and hence reflects the important keywords from text which highly related to suicide risk factors or reason of suicide ideation that can be extracted from text.

RESULTS: Bi-LSTM with Word2Vec embedding have the highest F1-score of 0.95. Yet, attention-based Bi-LSTM with word2vec embedding that has 0.94 F1-score can produce better accuracy when dealing with new and unseen data as it has a good fit learning curve.

CONCLUSION: The absence of a systematic approach to validate and examine the keyword extracted by the attention mechanism and RAKE algorithm is a gap that needed to be resolved. The future work of this paper can focus on both systematic and standard approach for validating the accuracy of the keywords.
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1. Introduction

According to the World Health Organization (WHO), over 700,000 people die from suicide every year [1]. Suicide not only affects specific victims, their surviving families, and friends, it also increases the financial burden on society. The CDC noted that suicide and nonfatal self-harm cost the country close to $490 billion in 2019 [2]. Suicidal ideation (SI) is the starting point of the overwhelming tragedy. The ability to recognize SI as a signal of a potential victim and establish strategies that address suicide risk factors are the crucial breaking points in improving suicide prevention and care. Although the authorities such as the World Health Organization (WHO), National Institute of Mental Health (NIMH), and other private communities has been making effort to prevent suicide and raise suicide awareness, victims may be silent and passive in seeking help due to stereotypes and social stigmas. Moreover, traditional approaches such as self-reported ratings and current clinical risk assessments are not designed to assess rapid changes in SI [3].

With the rise of Internet and social media, younger generations who have communication gaps with their caretakers and isolated from their peers, groups that
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struggles financially to meet with psychiatrist, and other middle age group that are hesitant to reach out for help due to social status and stigmas tend to turn towards social media such as Facebook, Twitter, Reddit, Instagram, WhatsApp, Weibo and more to express their emotions and seek support [4]. Public forums such as Reddit, Quora and Tumblr that support anonymous participation provide a “safe-space” for users to discuss socially stigmatized topics, including suicidal feelings and thoughts [3][5].

In relation, a trend of leaving suicide notes and suicidal ideation comments on social media [5], [6], [7], [8] has been seen throughout the years, suicidal ideation detection using social media data will be a breakthrough to understand a person’s mental health status and help to prevent suicidal behaviour.

This paper proposed to build a Suicide Ideation Detection (SID) model can detect suicide ideation and extract keywords that reflect risk factors from the user-generated text collected from online forum.

2. Materials and Methods

2.1. Deep Learning Approaches for Text Classification

Recent advancements in NLP have leveraged deep learning (DL) to improve the state of the art for language modelling [9] and text classification [5], [10], [11]. In health informatics, experimental studies are implementing DL models to classify medical notes, electronic health records (EHR), progress notes, etc. [12], [13]. DL is a large artificial neural network made up of numerous processing layers to pick up relevant features using interrelating layers of information-processable neurons, mimicking human neural architecture in a knowledge acquisition process [14]. DL architectures provide significant advantages over ML approach for text classification as they perform at very high accuracy with lower-level engineering and processing, eliminating disadvantages such as sparse feature vectors, dimensional explosion, and troublesome feature extraction [15], [16]. Moreover, the highly progressive and greedy-natured algorithm of DL enables machines to take in more complex information and handle non-linear relationships between input and output data [17].

2.1.1 LSTM

A standard LSTM unit is composed of a cell, an input gate, an output gate, and a forget gate. The 3 gates take control of the flow of information into and out of the cell while the cell collects values over arbitrary time intervals [10], [18]. The capability of LSTM to capture long-term dependencies facilitates the architecture to attain contextual understanding behind the input [19] has made significant improvements in the performance of NLP text classification models. However, the researchers [20] have pointed out that LSTM has limits in contextualise information from the future tokens and is not sufficient to extract the local contextual information despite being great at handling variable-length sequences[20]. Furthermore, LSTM does not have the ability to differentiate the relevance between each part of the document [12].

2.1.2 Bi-LSTM

Bi-LSTM (Bidirectional LSTM) is an enhancement of LSTMs. The fact that each training sequence is presented forwards and backwards to two independent recurrent nets, connected to the same output layer in Bidirectional Recurrent Neural Networks (BRNN) reflects its ability to comprehend sequential knowledge about all points before and after each point in each sequence [20], [21].

Many researchers have made efforts to improve LSTM based model performance by using Bi-LSTM model and their result has proven the fact that by adding one more LSTM layer, which reverses the direction of information flow allows the model to produce more accurate result [13], [15], [20]. Haque et al. [15] suggest that it is resulted by the ability of Bi-LSTM to efficiently access relevant information across lengthy tweets through the forward–backward dependencies from feature sequences aids in resolving gradient disappearance and helps in long-term dependence. The ability of Bi-LSTM to obtain both historical information and future information through the bidirectional propagation mechanism helps to achieve better performance in NLP tasks [22].

2.2. Attention Mechanism as Influential Keywords Extractor

The concept of the attention mechanism is to allow the decoder to utilize the most relevant parts of the input sequence in a flexible manner, which is reflected through the weighted combination of all encoded input vectors, with the highest weights assigned to the most relevant vectors [23], [24]. Besides offering a performance gain [25], the attention mechanism is implemented as an approach to interpret the behaviour of neural architectures [12], [26], [27]. For instance, the weights generated by attention could give insight into which relevant information or irrelevant features have been discarded or input by the neural network. In fact, the knowledge stored in neural networks is in form of numeric value that is meaningless without interpretations. Therefore, visualizing highlights of attention weights could be instrumental in analysing the outcome of neural networks [12], [27], [28]. In the NLP context, the visualization of attention weights can help researchers to evaluate the model’s performance. It can also be used as a tool to identify influential keywords that affect the classifier in making its decision. Inspired by the
work of Li et al. [25] and Tang et al. [13] on using attention mechanism to interpret the “blackbox” of neural networks, the SID model applies the similar concept to extract the influential keywords of the deep learning model that may reflect suicide risk factors. As shown in Fig. 1 below, adding an attention layer after the information processing layer and before the classification layer to attain the attention weights that influence the classifier’s decision. With adequate mapping and visualization technique, the numeric output could be transformed into meaningful words to be further analysed.

Figure 1. Attention-based deep learning model architecture for SID and Influential Keyword Extraction inspired by Tang et al.[13]

To compare the keywords that are extracted by the attention mechanism, RAKE algorithm is implemented as another approach to extract the important keywords from each sample that falls under suicide class. The result of both methods to extract possible suicide risk factors (keywords) will be displayed as word cloud in section below.

2.3. Workflow of SID Model

Figure 2 shows the workflow initiated by preprocessing the raw text, including removing non-ascii words, special symbols, URLs, hashtags, expanding contractions, handling Internet slangs, spelling corrections, tokenization, lemmatization and stop word removal. Data cleaning cleans out left-over noise in dataset, including removing irrelevant words, drop out rows that contains only symbols or rows that contain no meaningful string via several iterations of checking. Outlier samples that have extra-long text are also discarded during this process for optimized model training [29].

Bi-LSTM model acts as the suicide ideation detector with the functionality to classify text input into suicidal class or non-suicidal class. Several Bi-LSTM model variants are created using different word embeddings, namely Word2Vec embeddings and GloVe embeddings. Regularization techniques, including dropout layer, L2 regularizer, optimizer, adjusting learning rate and weight decay is implemented to prevent overfitting or underfitting [30]. The model with highest model performance for each model variant is then added on with the attention mechanism that acts as the suicide risk extractor.

(a) Bi-LSTM model variants:
   - Model 1: Random Initialization
   - Model 2: Custom Word2Vec (256-dimensions)
   - Model 3: Pre-trained GloVe (200-dimensions)

The top 10 attention weights of each text sample that falls under suicidal class will be captured and transformed into meaningful keywords. The steps to interpret and visualize attention weights output are shown below.

(b) Interpreting & visualizing top attention weights:
   (i) Get the attention weights for each token.
   (ii) Get word index mapping from tokenizer.
   (iii) Map the top 10 attention weights (index) to corresponding word.

3. Results and Discussion

This section discusses on the experimental result of applying different regularization techniques on the Bi-LSTM model variants, selecting out the best Bi-LSTM model of each model variants to be compared with the LSTM model performance from Jiayi et al.’s work[31], which acts as the base model. model performance before and after applying the attention mechanism is also examined.

Table 1. Model performance of Bi-LSTM model variants with different optimizer & regularization
Table 1 shows two different optimizers- Adam and AdamW, and kernel regularizer (L2) are implemented as regularization. Kernel regularization adds penalties to the kernel layers to reduce weights of the neural network [32]. Adding penalty factors to the weights assists the neural network to expedite its update process, accelerating model convergence with proper weights for the next update. The exclusion of updating the bias is beneficial for obtaining lighter models to prevent the overfitting of complex neural networks [33]. The combination of Adam optimizer with L2 regularizer is often seen to be implemented in deep learning models to help reduce overfitting when training model [34], [35].

On the other hand, AdamW is an improve version of Adam proposed by authors Loshchilov and Hutter [36]. It improves model generalization by decoupling the weight decay from the gradient-based update. The authors [34], [36] argues that better training loss can be obtained compared to Adam as the weight decay is performed only after controlling the parameter-wise step size in AdamW, ensuring the regularization term does not end up in the moving averages but only the proportional weight itself. In this case, the combination of Adam optimizer with L2 regularizer works most effectively to help the model obtain a good fit. It can be observed that adding kernel regularizer will decrease the F1-score but will help the model to obtain a good fit learning curve. Each model variant with the highest F1-score is compared with the base models.

Table 2 shows each Bi-LSTM model variant has higher model performance when compared to the LSTM models [31]. As suggested by previous studies [12], [13], [15], [20], [22], [26], Bi-LSTM which provide forward and backward propagation allows the model to capture more information and addresses non-linear relationship in text data, which prompts the model to obtain highest F1-score of 0.95. However, these models that have the highest F1-scores show overfitting in their learning curve. Hence, it is to be debated whether a higher F1-score will produce a better performance or a good fit learning curve with lower F1-score can achieve better classification performance when dealing with new and unseen data.

Table 3 shows the model performance of the attention-based BiLSTM model variants. All the attention-based models apply L2 regularizer. The presence of kernel regularizer in model training results in a good fit model. Although the F1-score dropped 0.1 when being compared with model trained without kernel regularizer (0.95), if being compared with the models that applies kernel regularizer in model training as shown in Table 1, the model performance increases by 0.1, which aligns with the research [13], [20], [26], [27], suggesting that attention mechanism could help the model to focus on more crucial part of the text to produce good classification result.

Several rounds of testing with new unseen data are carried out on the model to examine the model’s performance when dealing with new and unseen data. The tested model is listed below.

Tested Model:
- Word2Vec Bi-LSTM [accuracy: 0.95, F1-score: 0.95]
- Attention-based Word2Vec Bi-LSTM [accuracy: 0.94, F1-score: 0.94]
- Attention-based GloVe Bi-LSTM [accuracy: 0.94, F1-score: 0.94]
The testing examples include sentences that contain topic sensitive words such as “depressed”, “died”, “depression” but is not suicidal as well as sentences that does not have obvious words that relates to suicide ideation but is categorized under suicidal class.

![Figure 3. Bi-LSTM Word2Vec loss graph (higher F1-score, 0.95 but overfitting)](image)

![Figure 4. Attention-based Bi-LSTM Word2Vec model loss graph (lower F1-score, 0.94 with good fit)](image)

The observation gain is the attention-based model with lower F1-score and accuracy but with a good fit in its learning curve can perform better when dealing with the new unseen sample data. The fact that overfitting models tend to be overly sensitive [30] as it picked up noises which affect the model performance when dealing with new data. It can be summarized that a model with good fit as shown in Figure 4 produces more accurate classification results when being compared to a model with higher F1-score but has an overfitting learning curve as shown in Figure 3.

![Figure 5. Word cloud of influential keywords extracted by attention mechanism](image)

From Figure 5 and Figure 6, it can be observed that many similar keywords that reflects suicide risk factors using both methods, reflecting attention mechanism’s potential as a keyword extractor and its ability to help researchers understand the model’s decision. The keywords extracted via RAKE algorithm contains greater amount of adjectives and verbs which carries crucial information and sentiment. However, both of the methods often pick up words that is less important or not reflecting the cause of suicide ideation. Moreover, the absence of a systematic approach to validate and examine the keyword extracted by the attention mechanism and RAKE algorithm is a gap that needed to be resolved.

### 3. Conclusion

The SID model is a text analytic-based solution that can detect suicidality in user input text and extract influential keywords which is the possible suicide risk factor. This can help the suicide prevention communities to detect suicidal signals and take action to prevent the tragedy. The most crucial concern when developing a DL solution is the quality of the dataset as DL works on a garbage-in-garbage-out principle. The volume of the data as well as the variation of data will highly impact on the model’s performance. While accuracy and F1-score are important metrics used to evaluate the model performance, the learning curve also gives many insights of the model performance. A high accuracy but overfitted model performs not as good as model that has a good fit when dealing with new data as it cannot generalize well. Limited understanding on the internal operation of the attention mechanism and its approach to initialize and distribute the weights for each input affects the model effectiveness to extract the accurate keywords from the text. Hence, techniques to exploit the full potential of attention mechanism for keyword extraction are to be further explored. Transformers approaches such as BERT, XLNet, and RoBERT that implement based on attention is a great topic to approach. Furthermore, there is still a gap in having a standard and systematic approach to validate the accuracy and correctness of extracted keywords in terms of
the relevance of the selected keywords with the cause of the specific suicide ideation text. Hence, future work can focus on the mentioned areas.
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