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(a) Docker container in Amazon
AWS
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(b) Docker container in IBM
Cloud

Figure 13. The CPU and memory usage for Docker containers in
AWS and IBM Cloud

high-performance applications [50]. Although we made
similar observations through the experiments, we conclude
that the slow-down incurred by homomorphic encryption
does not limit its applicability for most applications,
which do not require an online response. The online
component of VERDICT, the state updater, performs only
one HE operation (either addition or subtraction) upon
an observed audit record, which is nearly constant. The
performance bottlenecks, including vector initialization and
state veri�cation, can be performed o�ine. Thus, our
approach is still applicable to online auditing systems, if the
performance of state updaters satis�es the timing constraint
of those applications. In our future study, we will test
real-world applications and explore the possible solution to
mitigate the performance gap.

Second, recall that the event generator sends Pi =
[indexα,EnHK+(r)] (α= u or v) to the vectors. The plain-
text of indexα poses security breaches. One possible solution
is that the event generator �rst creates two mirror vectors,
namely Mirror_U[sizeof(U)] and Mirror_V[sizeof(V)], which
are of equal size to U and V , respectively. Then, Mirror_U
and Mirror_V are initialized as follows:

Mirror_U[i] =
{
EnHK

+(r), if i= indexu;
EnHK

+(0), if i 6= indexu;
(1)

and

Mirror_V[i] =
{
EnHK

+(r), if i= indexv ;
EnHK

+(0), if i 6= indexv ;
(2)

After that, the mirror vectors Mirror_U and Mirror_U are
sent to SU1 and SU2, respectively. Finally, each element in
Mirror_U will perform a HE subtraction with the element
on the same index in U . Similarly, each element in Mirror_V
will perform a HE addition with the element on the same
index in V . This process preserves the secrecy of indices
while still allowing the speci�c elements in U and V to be
updated. The only drawback is that it will increase the time

complexity from O(1) to O(n). More cost-e�cient schemes
will be developed to reduce the computational complexity
and still keep the information con�dential.

Finally, in this paper, we primarily focus on retaining
the secrecy of the model, without constructing a TCB. Our
current design requires a model to be generated as the result
of a static analysis from a program. The model that we
have studied is deterministic, instead of probabilistic. As a
future direction, we will apply some learning algorithms,
such as Hidden Markov Model (HMM), to build a non-
deterministic and probabilistic model. In addition, we will
consider the side-channel attacks, which could possibly infer
the execution path of the delegated job by analyzing the
resources used by VERDICT.

9. Related Work

Homomorphic Encryption As a cryptosystem that pre-
serves privacy for secure multi-party computation, Homo-
morphic Encryption (HE) allows an untrusted party to per-
form computating upon encrypted data. The two primary
types of HE cryptosystems are partial homomorphic encryp-
tion (PHE) and fully homomorphic encryption (FHE). PHE
supports the HE operations/primitives of additive homomor-
phic encryption and multiplicative homomorphic encryption
separately, while FHE supports both additive homomor-
phic encryption and multiplicative homomorphic encryption
over ciphertext simultaneously. Gentry [50] proposed the
�rst FHE scheme based on lattice-based cryptography with
numerous follow-up work [25, 26, 51]. Although researchers
show that HE is computationally costly and only supports
limited cryptographic operations [52], they have nonetheless
been widely adopted in various applications [53], [54],
and [55]. Li et al. [54] introduced a distributed incremen-
tal data aggregation scheme, in which data collected from
smart meters can be aggregated along the route from the
source meter to the collector unit. HE is used to protect
user’s private data en route. As a result, the involved meters
cannot tell any intermediate or �nal results. Hong et al. [55]
presented a collaborative search log sanitization scheme,
which allows multiple parties to collaboratively generate
search logs with boosted utility while satisfying di�erential
privacy. To this end, a protocol, namely CELS, was proposed
to meet the privacy-preserving objectives. Compared with
existing HE applications, our approach serves for a speci�c
purpose of verifying the state of a delegated job through the
encrypted audit log it generates. It encrypts the behavior
model extracted from an application and updates the state
of that model through the HE cipher. In such a way, the
encrypted model can be deployed on a platform whose TCB
might not have been constructed.

Recent research demonstrates that HE might be vulnerable
to various attacks. Bogos et al. [34] performed cryptanalysis
against the HE scheme proposed by Zhou and Wornell [56],
which encrypts data in the form of integer vectors. The
analysis results show that the speci�c HE cryptosystem is
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vulnerable to at least three attacks: the broadcast attack,
the chosen-ciphertext key recovery attack, and the chosen-
plaintext decryption attack. Our paper does not restrict any
speci�c HE cryptosystem and explores the application of
a general HE scheme that is aimed at enabling arbitrary
computing tasks. The research of a speci�c vulnerable HE
cryptosystem is out of the scope of this paper.
Behavior Modeling for Anomaly Detection A number
of anomaly detection approaches, based on behavior model-
ing, have been proposed to detect host-based intrusion [45,
46]. Sekar et al. [43] presented a framework that detects
anomalous program behaviors using FSM. As a follow-up,
Bhathar et al. [45] proposed a technique that can generate the
behavior model of the program based on learning the tem-
poral properties of system call arguments. Both approaches
model the expected behavior of a program as an FSM or an
augmented FSM, which can be used to detect the abnormal-
ities that deviate from the expected behaviors. A common
assumption of both approaches is that the machine that
runs the intrusion detection system is trustworthy; therefore,
there is no need to preserve the secrecy of the behav-
ior model. Unfortunately, this assumption can be invalided
due to the recent exploits that compromised the OS and
the hypervisor. Compared with these approaches, VERDICT
makes realistic assumptions on the trustworthiness of the
computing nodes by preserving the con�dentiality of the
behavior model. Meanwhile, the speci�c features of the HE
cryptosystem allow the encrypted behavior model to be used
for verifying the state of the delegated job. Therefore, it is
more appropriate for a computational environment, in which
the guarantee of its trustworthiness might not be available.
Remote Attestation In general, the problem presented
in this paper is closely related to the remote attestation
problem [57], in which a remote party, namely the veri�er,
veri�es the trustworthiness or the integrity of the software
running upon an untrusted device, namely the prover [14].
Most remote attestation approaches are static, which only
prove the integrity of software initially loaded by a
prover [58–60] and are incapable of detecting run-time
attacks [61]. Recent technology enables a veri�er to detect
run-time attacks based on control-�ow correctness such that
it overcomes the limitations of static attestation [14, 62].
The enforcing techniques, such as control-�ow integrity
(CFI) [11], enable a veri�er to detect the attacks that
explicitly violate the model that describes a software normal
behavior [61] or implicitly cause a valid but unintended
program execution behavior [32, 38]. The primary di�erence
in objective between the remote attestation and our approach
is that the remote attestation is to let a veri�er determine
the degree of trust in the software from the platform of
a prover, while our approach determines the state of the
software, which is delegated by the user. The technique
that veri�es the correctness of control-�ow still trusts the
veri�cation result generated by the prover, which might be
compromised.

10. Conclusions
To ensure the accountability and model checking of the
delegated jobs running on the cloud, we presented VERDICT
that veri�es the state of a delegated job through a
con�dential behavior model and audit log. We leveraged
the technique of Homomorphic Encryption, partitioned the
model, and stored the partitions in a distributed manner
to achieve con�dentiality and privacy. This scheme can be
deployed across various computing environments without
relying on any speci�c trusted hardware. We presented the
algorithms to update and verify the state of a delegated job as
well as to detect abnormalities that violate the control-�ow
integrity. Lastly, our experimental evaluation demonstrated
that the VERDICT only introduces a bounded performance
overhead for the HE operations invoked in model updating
and veri�cation.
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