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Abstract

In this paper, we propose Device Authentication Code (DAC), a novel method for authenticating IoT devices
with wireless interface, by exploiting their radio frequency (RF) signatures. The proposed DAC is based on
RF fingerprinting, an information-theoretic method, feature learning, and the discriminatory power of deep
learning. Specifically, an autoencoder is used to automatically extract features from the RF traces and the
reconstruction error is used as the DAC, and this DAC is unique to each individual device. Then Kolmogorov-
Smirnov (K-S) test is used to match the distribution of the reconstruction error generated by the receiver
and the DAC in the received message, and the result will determine whether the device of interest is an
intruder. We validate this concept on two experimentally collected RF traces from six ZigBee devices and five
universal software defined radio peripheral devices, respectively. The traces span a range of Signal-to-Noise
Ratio by varying locations, mobility of the devices, channel interference, and noise to ensure robustness of
the model. Experimental results demonstrate that DAC is able to prevent device impersonation by extracting
salient features that are unique to each wireless device of interest and can be used to identify radio frequency
devices. Furthermore, the proposed method does not need the RF traces of the intruder during model training
to be able to identify devices not seen during training, which makes it practical.
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1. Introduction
Given the proliferation of complex and heterogeneous
networks such as 5G, and the Internet-of-Things (IoT)
paradigm, the number of deployed wireless devices
are expected to grow exponentially in the near future.
Furthermore, the concept of the mobile Internet of
Things (MIoT) has been introduced, and is based on
the integration of mobile devices and IoT. In order
to provide many new services envisioned in these
communication networks of the future, the security
and privacy of these devices and the end users is
of the utmost importance. Over the years, a huge
proportion the research in wireless communication has
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been targeted at enhancing transmission capacity and
network throughput [1–3]. However, more recently
there has been a rising interest network security, and
radio frequency fingerprinting (RFF) is one of the many
approaches that has received a heightened interest with
respect to wireless network security.

Traditionally, wireless authentication has been per-
formed above the physical-layer with key-based crypto-
graphic techniques. While the success of authentication
techniques based on pairwise key confirmation has been
demonstrated in examples such as cryptosystem, key
management still faces a number of challenges when
implemented in dynamic wireless communication net-
works. As the number of mobile and heterogeneous
devices in a standardized network grows, sharing of
symmetric keys in a safe and timely manner becomes
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more challenging. Also, asymmetric key algorithms are
computationally demanding and incur latency which
can result in undesirable delays in large-scale net-
works and delay-sensitive applications. Furthermore,
the claim that it is computationally infeasible to crack
digital keys is not yet mathematically proven [4]. Con-
sequently, Physical-layer authentication is beginning
to attract attention as a complementary approach to
authentication.

RF fingerprinting (RFF) refers to the identification
a wireless transmitter, by exploiting the physical-layer
characteristics specific to it and the communication
channel between that transmitter and a receiver [5].
RF fingerprints are typically created during the
manufacturing process of the base materials of its
components [6]. The creation of fingerprints are usually
accidental, but it is possible to generate and insert
them on purpose. In either case, they result from
minute variations in the electronic components [7]
and can be exploited to identify and distinguish one
device from another [8], even one of the same make
and model [9, 10]. This is the core concept behind
RF fingerprint authentication which seeks to permit
only authorized users to utilize a network. Unlike
RF features, identifiers at other layers such as MAC
addresses and International Mobile Subscriber Identity
(IMSI) are relatively easy to impersonate [11, 12]. RFF
has been used in applications such as radar, intrusion
detection systems, IoT and network security in both
4G and 5G networks. RFF has also been used for
tracking [7].

Deep learning is a subset of machine learning; a
concept in artificial intelligence (AI) concerned with
learning from data to optimize an objective. Today, AI
has been integrated into almost every aspect of our
daily lives, and wireless communication is no exception.
Some applications of AI to wireless communication
include; wireless sensor networks [13–16], modulation
identification [17–19], network resource allocation [20],
and abnormal information detection [21, 22]. In this
paper, we consider transmitter identity authentication
based on RF fingerprinting, using deep learning and
information theoretic methods.

The goal of this paper is to introduce the Device
Authentication Code (DAC). The process of fingerprint
generation and transmitter authentication using the
DAC is depicted in Figure 1. An autoencoder (AE)
is trained to reconstruct the RF traces by minimizing
the reconstruction error. This reconstruction error is
the DAC and is used as the device’s fingerprint. For
authentication, the RF signal is passed through the
pretrained AE at the transmitter to generate a DAC
(DACS ). The signal and DACS are concatenated before
transmission. At the receiver, the received signal is
decoupled into the original signal and DACS . The
signal is then passed through the pretrained AE model

deployed at the receiver to generate DACR. DACS and
DACR are compared using the Kolmogorov-Smirnov
statistic. A match authenticates the transmitting device,
otherwise the device is deemed an intruder.

The contributions of this paper are as follows.

• We propose an unsupervised learning approach
which does not require any data from the intruder
during model training. This makes the proposed
method practical since prior knowledge of the
intruder is usually not available in reality.

• The proposed DAC is unique to each device due to
manufacturing uncertainty, and at the same time
it is robust to environmental uncertainties such
as wireless channel variations, user mobility, and
background noise. These effects are observed in
form of varying signal-to-noise ratios (SNR).

• Our novel approach to authentication combines
unsupervised deep generative learning and infor-
mation theoretic methods. To the best of our
knowledge, this is the first attempt to use this
approach for device authentication.

The rest of the paper is structured in the following
manner: In Section 2, we present background and
related work. An explanation of the proposed approach
is given in Section 3. In Section 4 information on
experiments including data collection and analysis
of results are presented. Discussion and futherwork
are presented in Section 5 and Section 6 contains
conclusions.

2. Background and Related Work
RF fingerprinting has its roots in military technolo-
gies such as radar used for enemy identification. Tra-
ditionally, detection was done by comparison of a
received signal waveform with a reference waveform
map obtained from the radar. However, with advent
of different kinds of equipment, this approach was no
longer feasible. Consequently, studies were conducted
which focused on extracting characteristics of the com-
munication signals to detect unauthorized transmitters
in the VHF FM spectrum range. This gave rise to
research on RF fingerprinting technologies, and subse-
quent design of RF fingerprint extraction and authenti-
cation methods. In this work, the focus is on two major
phases of RF fingerprinting: (1) wireless transmitter RF
fingerprint extraction, and (2) RF fingerprint authenti-
cation.

2.1. RF Fingerprint Feature Extraction
In RF feature extraction the features of the commu-
nication signal are extracted and transformed into an
RF fingerprint suitable for identification purposes. We

2 EAI Endorsed Transactions on 
Security and Safety 

09 2021 - 11 2021 | Volume 8 | Issue 29 | e5



Device Authentication Codes based on RF Fingerprinting using Deep Learning

Figure 1. Authentication using the proposed Device Authentication Code

herein provide a brief background on the state-of-the
art on RF fingerprint feature extraction approaches for
wireless transmitters.

RF feature extraction approaches typically exploit
specific constraints in the communication signal. Some
approaches exploit the signal transform domain, some
exploit certain nonlinear characteristics inherent to
the transmitter, and others apply image processing
techniques. These methods of fingerprint extraction
are derived from the signal’s numeric features and
seek to apply linear and/or non-linear transformations
to identify the inherent structure of the preprocessed
communication signal. They then transform the signal
to a different manifold by dimension reduction of the
source signal to mitigate over fitting by classifiers.
Some exploited signal parameters include higher order
moments and spectral domain parameters, frequency
domain and time domain parameters. For example, the
I/Q imbalance in the modulation domain was used
as RF fingerprint in [23]. The amplitude of transient
signals were used to identify IEEE 802.11 and Bluetooth
devices in [24, 25]. However, the time complexity of the
approach is relatively high.

In [26] it was shown that it is possible to classify
devices by exploiting the information inherent in the
phase of the signal. The differences in the phase
characteristics of demodulated data samples from
transmitters of the same manufacturer were used as the
RF fingerprint to achieve classification accuracy of up
to 99.6% at short range. The accuracy decreases with
distance and goes to 95.3% and 81.9% at medium and
long range respectively. The entropy present in a signal
has also been used as RF fingerprint. For example in [27]
the authors proposed an RF fingerprint approach that
exploits the multi-dimensional permutation entropy. In
their work the transceivers were placed 10 meters apart
so that signal propagation occurs in a short-wave line of
sight (LOS).

Numerical RF feature extraction methods are limited
by a number of factors. Firstly, signal modules are non-
stable and are not usually Gaussian. Also, factors such

as nonlinearities and noise inherent to the transmitter
hardware have spurious effects on the signal when it
arrives at the receiver. As a consequence the approaches
based on time and frequency domain parameters
have become less favored. Instead, signal processing
methods such as time frequency analysis, wavelet
analysis, empirical mode decomposition (EMD), fractal
features, and intrinsic time decomposition have become
more popular. These approaches are used to project the
signals into other known domains for analysis.

In [28] intrinsic mode functions (IMF) were obtained
using EMD, the entire distribution of the time-
frequency was then obtained by applying the Hilbert
transformation. However, obtaining the IMF from the
EMD was shown to have some limitations [29] because
it outputs features which are not present in the original
signal. Four devices of the same model and distinct
serial numbers were identified by using the dual-tree
complex wavelet transform (DT-CWT). Features were
obtained from the non-transient preamble response of
their OFDM modulated IEEE 802.11a signal [30]. At
SNR of below 20dB, the authors achieved classification
accuracy as high as 80%.

In [31] the largest ZigBee tested bed containing
54 ZigBee devices, and a universal software radio
peripheral (USRP) device used as receiver, was used
to test an adaptive hybrid classification method
that adapts to environmental conditions. In this
work the classification rates were as low as 0.048
for LOS scenario, and 0.1105 when using different
receivers. In [32] multiple features of RF fingerprints
features were used for identifying ZigBee devices.
The classification performance of five classification
algorithms were compared and it was found that
combining IQ offset, frequency offset, and circle offset
as features for a neural network under high SNR gave a
100% classification accuracy.

Device authentication and authorization has always
been an issue of concern with respect to network access,
and in [33] the traditional anti-attack approaches
were shown to present significant security risks where
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the author used transient signals of seven authorized
ZigBee devices. The Radio Frequency Distinct Native
Attributes (RFDNA) fingerprints were computed and
device identification was performed using multiple
discriminant analysis (MDA). To verify the access rights
of an authorized device, hypothetical multivariate
Gaussian (MVG) likelihood test statistic was used to
verify the claimed identity of a device. the detection
rates were 85% and above 80% at SNR of 5 dB and 10dB
respectively.

In [34] Cobb et al. proposed the passive monitoring
of the salient features present in the unintentional RF
transmissions of integrated circuits (IC) were exploited
for device identification and verification. In the
identification system, MDA was used for training and
dimension reduction, and a linear Bayesian classifier
was used for device ID verification. To ascertain the
consistency of the identity of the device with the
classification output, the Bayesian posterior probability
was compared with a predetermined threshold. Their
experiments involved 40 devices of a single model and
the obtained average verification rates of up to 99% and
test error rates of below 0.05% at 10dB.

More attention has been focused on ZigBee devices
recently because of their widespread use in transporta-
tion, home automation, industrial and control systems.
Consequently their security has received significant
interest. The Fisher-based multi discriminant analy-
sis and maximum likelihood (MDA-ML) approach to
classification and verification was analyzed in [35]. In
this study the authors assert that the performance of
MDA-ML degrades when the distribution of the RF
fingerprint does not satisfy the Gaussian condition. The
authors also proposed a non-parametric approach to
classification and authentication of devices using ran-
dom forest and multi-class AdaBoost classifiers. In their
experiments four ZigBee devices were used for training,
and nine unauthorized devices not seen during the
training were used to test the classifiers performance.
The probability of classification error of their method
was below 10% at 10dB.

In regards to unauthorized network access. Reis-
ing [9] proposed enhancing WAP security using RF fin-
gerprints. In this work, dimensionality reduction anal-
ysis (DRA), combined with device ID authentication
was proposed to detect unauthorized devices posing as
legitimate devices. RFF techniques have been proposed
in other fields [36–38] which has in turn contributed
to the efficacy of RFF technology. In [39] terminal
devices with constrained computational capacity in IoT
were authenticated using RF fingerprint identification
(RFFID). They showed that using wavelet-based fea-
tures with this approach resulted in high recognition
rates and better authentication.

ZigBee devices also find extensive application in
IoT. As a result, the security and authentication

of the decentralized architecture of ZigBee ad-hoc
networks have received considerable attention. In [40],
the authors applied RFDNA approach for device
authentication at low signal-to-noise ratio while taking
into account multi-path effects and interference from
other devices. In this work the ZigBee devices were
authenticated using non-parametric random forest and
multi-class AdaBoost classifiers.

In our work, an autoencoder-based model is trained
on RF traces collected from ZigBee devices at different
SNR. The autoencoder learns the features inherent to
each device’s hardware and performs the process of
RF feature extraction and feature dimension reduction
automatically and simultaneously. During a device-
to-device communication, a signal to be transmitted
is input into the autoencoder, and the mean square
error between the signal and its reconstruction is used
as the RF fingerprint of the device and is herein
referred to as the device’s Device Authentication Code
(DAC). The authorized receiver who also possesses an
identical copy of the model performs the same process.
Both DACs are compared and a match authenticates
the transmitter, while a mismatch signifies the an
illegitimate device.

This work and others described in this section [9, 31–
36] are focused on authentication of mobile devices
using RFF technology. They work by comparing the
claimed identity of a device with its RF fingerprint
to authenticate the device. While the approach taken
in this work is similar to previous work in this
regard. Our approach is different in a number of
respects. Previous methods are based on statistical
and signal processing approaches while some combine
them with machine learning. This means that the RF
features are “hand engineered”. In our work, feature
selection is intrinsic and performed automatically
using deep learning. Furthermore, a majority of the
approaches considered that use supervised learning
require samples and labels from all devices of interest
to be present during training, and this may not be
practical. Our method adopts unsupervised learning
and therefore does not require labels especially from
unauthorized devices. Furthermore, a majority of the
methods perform each experiment using simulated RF
traces or RF traces collected via cable at single SNR.
Some others experiment at high SNR values. In our
experiments we experiment using true over-the-air RF
traces with varying received SNR in the same dataset
which is more representative of real scenario. Finally,
while authentication is done by comparison similar to
previous methods, there is no requirement for a device
to provide its claimed identity in advance.
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2.2. RF Fingerprint Authentication

Device authentication and authorization has always
been an issue of concern with respect to network access,
and in [33] the traditional anti-attack approaches
were shown to present significant security risks where
the author used transient signals of seven authorized
ZigBee devices. The Radio Frequency Distinct Native
Attributes (RFDNA) fingerprints were computed and
device identification was performed using multiple
discriminant analysis (MDA). To verify the access rights
of an authorized device, hypothetical multivariate
Gaussian (MVG) likelihood test statistic was used to
verify the claimed identity of a device. the detection
rates were 85% and above 80% at SNR of 5 dB and 10dB
respectively.

In [34] Cobb et al. proposed the passive monitoring
of the salient features present in the unintentional RF
transmissions of integrated circuits (IC) were exploited
for device identification and verification. In the
identification system, MDA was used for training and
dimension reduction, and a linear Bayesian classifier
was used for device ID verification. To ascertain the
consistency of the identity of the device with the
classification output, the Bayesian posterior probability
was compared with a predetermined threshold. Their
experiments involved 40 devices of a single model and
the obtained average verification rates of up to 99% and
test error rates of below 0.05% at 10dB.

More attention has been focused on ZigBee devices
recently because of their widespread use in transporta-
tion, home automation, industrial and control systems.
Consequently their security has received significant
interest. The Fisher-based multi discriminant analy-
sis and maximum likelihood (MDA-ML) approach to
classification and verification was analyzed in [35]. In
this study the authors assert that the performance of
MDA-ML degrades when the distribution of the RF
fingerprint does not satisfy the Gaussian condition. The
authors also proposed a non-parametric approach to
classification and authentication of devices using ran-
dom forest and multi-class AdaBoost classifiers. In their
experiments four ZigBee devices were used for training,
and nine unauthorized devices not seen during the
training were used to test the classifiers performance.
The probability of classification error of their method
was below 10% at 10dB.

In regards to unauthorized network access. Reis-
ing [9] proposed enhancing WAP security using RF fin-
gerprints. In this work, dimensionality reduction anal-
ysis (DRA), combined with device ID authentication
was proposed to detect unauthorized devices posing as
legitimate devices. RFF techniques have been proposed
in other fields [36–38] which has in turn contributed
to the efficacy of RFF technology. In [39] terminal
devices with constrained computational capacity in IoT

were authenticated using RF fingerprint identification
(RFFID). They showed that using wavelet-based fea-
tures with this approach resulted in high recognition
rates and better authentication.

ZigBee devices also find extensive application in
IoT. As a result, the security and authentication
of the decentralized architecture of ZigBee ad-hoc
networks have received considerable attention. In [40],
the authors applied RFDNA approach for device
authentication at low signal-to-noise ratio while taking
into account multi-path effects and interference from
other devices. In this work the ZigBee devices were
authenticated using non-parametric random forest and
multi-class AdaBoost classifiers.

In our work, an autoencoder-based model is trained
on RF traces collected from ZigBee devices at different
SNR. The autoencoder learns the features inherent to
each device’s hardware and performs the process of
RF feature extraction and feature dimension reduction
automatically and simultaneously. During a device-
to-device communication, a signal to be transmitted
is input into the autoencoder, and the mean square
error between the signal and its reconstruction is used
as the RF fingerprint of the device and is herein
referred to as the device’s Device Authentication Code
(DAC). The authorized receiver who also possesses an
identical copy of the model performs the same process.
Both DACs are compared and a match authenticates
the transmitter, while a mismatch signifies the an
illegitimate device.

This work and others described in this section [9, 31–
36] are focused on authentication of mobile devices
using RFF technology. They work by comparing the
claimed identity of a device with its RF fingerprint
to authenticate the device. While the approach taken
in this work is similar to previous work in this
regard. Our approach is different in a number of
respects. Previous methods are based on statistical
and signal processing approaches while some combine
them with machine learning. This means that the RF
features are “hand engineered”. In our work, feature
selection is intrinsic and performed automatically
using deep learning. Furthermore, a majority of the
approaches considered that use supervised learning
require samples and labels from all devices of interest
to be present during training, and this may not be
practical. Our method adopts unsupervised learning
and therefore does not require labels especially from
unauthorized devices. Furthermore, a majority of the
methods perform each experiment using simulated RF
traces or RF traces collected via cable at single SNR.
Some others experiment at high SNR values. In our
experiments we experiment using true over-the-air RF
traces with varying received SNR in the same dataset
which is more representative of real scenario. Finally,
while authentication is done by comparison similar to
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previous methods, there is no requirement for a device
to provide its claimed identity in advance.

3. Proposed Method
In this work, we apply deep learning to automate
the RF feature extraction and selection process, and
information theoretic approach is used for feature
matching. Our choice is based on the recorded
success of deep learning in feature, manifold and
hierarchical learning across multiple domains such as
computer vision, speech, natural language and signal
processing [41, 42].

In supervised deep learning, data samples and their
labels from all classes of interest must be present
during training. However, a test sample from a class not
observed during training (an intruder in this context)
will be classified as one of the already seen classes
during inference. Because of this constraint we adopt
unsupervised learning. Specifically, an autoencoder
is trained to learn the features inherent to the
transmitter hardware, and its communication with a
receiving device. The error between the signal and it’s
reconstruction is the device’s RF fingerprint and Device
Authentication Code (DAC). For authentication, a two-
sided Kolmogoroc-Smirnov test is used to compare
the DACs generated by both transmitter and receiver.
We herein provide details on the components and
architecture of the DAC framework.

3.1. Autoencoders
Autoencoders (AE) are neural networks with the
objective of reconstructing data input they receive
(Figure 2). Mathematically given an input x, the
autoencoder attempts to learn the identity function:

fW,b(x) = x (1)

where W and b represent the weights and bias of
the network respectively. The objective is achieved
by minimizing the “reconstruction error" between the
input and its reconstruction:

L(x, x̂) = ||x − x̂||2 . (2)

First the AE learns an “encoded” representation of
the data, by extracting the inherent structure in the
data [43]. Learning the encoded representation can
be achieved by restricting the number of nodes in
the encoding layers as done in undercomplete autoen-
coders [42]. Overcomplete autoencoders learn structure
by imposing other regularization constraints on the
encoding layer such as sparsity as in sparse autoen-
coders [44], or addition of noise as in denoising autoen-
coders [45]. Convolutional autoencoders (CAE) exploit
spatial relationships in data by weight sharing [46]. AEs
can be extended to make deeper networks and can be

Figure 2. Architecture of an Autoencoder

trained in a greedy layer-wise manner, where each layer
is the latent representation of an already trained AE.

3.2. Kolmogorov-Smirnov (K-S) test
The Kolmogorov-Smirnov (K-S) test is a non-parametric
test used to ascertain whether a sample comes
from a population whose distribution is known, or
whether the distribution of two populations are the
same. In the one-sample test, a one-dimensional
probability distribution is compared to a reference
probability distribution. In the two-sample test two
samples from two distributions are compared. If we
define the empirical distribution function (EDF) Fn
for n independent and identically distributed (i.i.d)
observations, Xi , which are ordered as:

Fn(x) =
1
n

n∑
i=1

I[−∞,x](Xi) (3)

where I[−∞,x](Xi) is an indicator function that equals
1 when Xi ≤ x and 0 otherwise. Then the K-S statistic
for another EDF F(x) is:

Dn = sup
x
|Fn(x) − F(x)| (4)

where supx is the supremum function of the set of
distances. The K-S statistic converges to 0 as n goes
to infinity if the sample is from the distribution F(x).
Similarly, for the two-sample test, given two empirical
distributions F1,n and F2,m with sample sizes of n and
m, respectively, the K-S statistic for the first and second
sample is

Dn,m = sup
x
|F1,n(x) − F2,m(x)| (5)
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Figure 3. Threat model

Given a specified level α, the null hypothesis can be
rejected for large sample sizes if

Dn,m > c(α)

√
n + m
nm

(6)

where in general

c(α) =

√
−1

2
lnα (7)

It is possible to set confidence limits on F(x) such that
for the test statistic Dα , if P (Dn > Dα) = α, then F(x)
will be contained in Fn(x) within a tolerance of width
±Dα with a probability of 1 - α. The null hypothesis is
that both samples are drawn from the same distribution
and the p-value is a measure of similarity. If the p-value
is “small”, the null hypothesis should be rejected. The
K-S test measures the distance between the empirical
distribution functions of both samples without any
assumptions about the distribution of the data. Unlike
the t-test, K-S test is robust to scale changes and it is
not restricted to identifying changes only in the mean.
However, because the K-S test makes no assumptions
about the data distribution, the decision on what the
threshold should be is data and application specific.

3.3. Problem Formulation
In this work, we consider a threat model such as
shown in Figure 3. This threat model represents the
extreme case where the intruder possesses a wireless
device identical to an authorized device in brand,
and may attempt to mimic an authorized device by
transmitting an identical signal to the one transmitted
by an authorized device. We assume that there are n
RF devices with wireless interfaces. All devices are of
the same make and model and are considered identical.
All devices also transmit identical signals which are
received at different SNR. It is important to note that
the approach also works when the devices transmit non-
identical signals. However we consider the transmission

Figure 4. Reconstruction error for six identical RF devices
transmitting identical signals

of identical signals because this depicts a situation
where a malicious user attempts to claim the identity
of an authorized device. Furthermore, the problem of
authentication in the case where the devices are not
identical and transmit non identical signals is an easier
problem. It is assumed that one device is unauthorized
and belongs to an intruder. Another constraint is that
the RF traces from the unauthorized device are not
available for the training of the model. The objective
is to authenticate any authorized device of interest and
identify an unauthorized device in a device-to-device
communication.

We represent the features of a batch of RF devices
such as wireless sensors as:

S = So + µM , (8)

where So represents the features common to every
device in the batch, and is required for any device
to pass quality control tests. µM accounts for minor
differences and uncertainties due to the imperfection
of the manufacturing process. An autoencoder is a
mapping

X → Z → X̂ , (9)

that encodes an input X to a latent representation Z,
and decodes Z to recover X. Since there is no explicit
formula for X̂, what is done instead is to minimize:

min||X − X̂ ||2 (10)

when training the model with data samples. In wireless
communications there are also environmental factors ε,
such as channel fading, thermal noise, and effects of
device mobility, that are superimposed on the received
signal. Therefore the training data can be represented
as:

X = f (S, ε), (11)
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which is a mapping generated by the underlying
stochastic process that consists of S which contains the
manufacturing uncertainty µM , and ε which contains
environmental uncertainty. Based on the premise of RF
fingerprinting, µM is unique to every RF device. Hence,
for a batch of devices:

Si = S0 + µMi
i = 1, ...N . (12)

it is possible to identify Si (∀i ∈ N ) using a method
that is robust to the environmental uncertainty ε that
affects the data X obtained from the batch of devices.
We show experimentally that this can be achieved using
an autoencoder and a two-sided K-S test. The µ learned
by the autoencoder are contained in the encoded layer
of the autoencoder and are unique to each device given
a transmitted signal. This is why the decoder part of
the autoencoder when decoding the signal will yield a
unique MSE. In the context of intrusion detection, this
means that the probability that an unauthorized device
is able to mimic the µM of a legitimate device is highly
unlikely.

3.4. Device Authentication with DAC
Autoencoder based models have been used for anomaly
and novelty detection. For example, autoencoders
were used for target recognition using radar images
in [47], and outlier removal in [48]. Autoencoders
were also used to detect abnormalities in machines by
detecting abnormal operation sounds [49], and to detect
anomalies in video frames [50]. The idea is based on the
premise that a trained autoencoder will output a low
reconstruction error when the data it receives belongs
to the same, or a similar distribution as the data used
to train the model, but a high reconstruction error
otherwise. Because the distribution of the data are very
different, the reconstruction error can be threshold-ed
using a single value and used to identify anomalous
data.

However, for the scenario considered in this paper,
where the devices are of the same make and model, and
may transmit identical signals (Figure 5), it is obvious
that the single-valued threshold approach will not
suffice. Figure 4 shows the reconstruction error during
inference for a CAE trained on RF traces from from five
out of six devices (one device is left out). It is observed
that identifying a novel or intruder device (any one
of the six devices not used in training) with a single
threshold will not be possible. Instead, we require
a metric that can capture and differentiate between
distributions. The K-S statistic serves this purpose.

The process of feature selection and dimension
reduction using the DAC framework is highlighted in
Figure 6. For a device-to-device communication sce-
nario. First, an autoencoder is trained on the RF traces
from the authorized devices. During this process, the

device specific imperfections are modeled. This process
is akin to the RF feature selection and matching pro-
cess associated with other RF fingerprinting methods.
However, manual feature engineering is not required
here. After model training and during inference, the
distribution of the mean square error (MSE) between
signals and their reconstructions will be unique to each
device. This holds true for devices of the same make
and model, and transmitting identical signals. The MSE
are analogous to a device’s RF fingerprint, and repre-
sents the Device Authentication Code in this study. It
worth pointing out that the proposed DAC is unique
for each individual device because of their manufac-
turing uncertainty µM , and is robust to environmental
uncertainty ε. This is because the autoencoder is trained
using RF traces considering different environmental
conditions (different SNRs).

To perform device authentication and intrusion
detection (Figure 1), we consider a device-to-device
communication a between a transmitting device A, and
a receiving device B. If both devices are authorized,
both devices must have the same copy of the trained
autoencoder model. The parameters of the model is
analogous to a security key shared by both parties. The
signal to be transmitted is passed through the trained
autoencoder model to generate A’s DACs. The DACs is
then concatenated with the signal and transmitted by
A. At B, the signal is decoupled into the original signal
and DACs. B then passes the received signal through its
own autoencoder model to generate another DACR. A
two sided K-S is used to compare both DACs. If both
DAC are a match (i.e., a K-S statistic of 0 and p-value of
1), then the device A is authenticated as an authorized
device. If both DACs do not match, then the sending
device is tagged an illegitimate device or intruder.

In the event that a malicious user tries to pose as
a legitimate user, by using a device identical to a
legitimate one to generate and transmit an identical
signal. As long as the intruder does not have access
to the key, which in this scenario is the trained
autoencoder model consisting of all parameters. The
probability that a DAC can be generated that would
be a match with the legitimate transmitter’s DAC are
extremely low. The security of this approach is therefore
dependent on the security and safety of the shared
autoencoder parameters, and the degree of security is
dependent on the complexity of the model itself. We
explain with some simplistic assumptions below.

Let the possibles value for each weight in the network
(key) be in the range [0, 1] for up to three decimal
places. This means there are 200 possible values for
each network weight; 100 positive and 100 negative
floating point values. If we regard only the network
weights instead of all trainable parameters as the key.
For a basic network with a very conservative 20000
parameters where each parameter can take any three

8 EAI Endorsed Transactions on 
Security and Safety 

09 2021 - 11 2021 | Volume 8 | Issue 29 | e5



Device Authentication Codes based on RF Fingerprinting using Deep Learning

Figure 5. Sample of RF I and Q data captured from all 6 ZigBee devices

decimal floating point value in [0, 1], there are 20020000

possible keys. It is obvious to see that the probability
of an intruder obtaining the exact combination of key
values that yield the right DAC is very low even for
a very small network. This is the same reason why
the probability of training two separate networks to
converge to the exact same set of weights is almost zero.
Hence, the DAC although being a MSE is a function
of the autoencoder network parameters, and based on
the premise of RF fingerprinting, the probability that
different messages will map to the same reconstruction
error using the same set of network parameters is very
low.

3.5. Practical Considerations
In a real application such as device registration on a
network. Every device can be required to transmit a
predetermined signal upon start-up. Registration of a
new device is as simple as deploying the parameters
of the autoencoder model (which is the key) to that
device. However, when an authorized device becomes
unauthorized, the model will be fine-tuned using
additional data from the current authorized devices
to obtain updated model parameters and is deployed
in the authorized devices. The model can also be
fine-tuned when adding devices. However while best
practices may require this, it is not a requirement. What
is more important when adding devices is making sure
only authorized devices have the current copy of the
trained network parameters (or key).

The start-up signal is concatenated with the device’s
DAC and sent to a command or control center such as
an access point (AP) or base station (BS). At the AP, the
signal is decoupled and another DAC is generated. A
match (i.e., a K-S statistic of 0 and p-value of 1) means
that the device is an authorized (pre-registered) device,
otherwise the device is flagged as a new device (possibly
an intruder). In this scenario, even if an intruder knows
the signal being transmitted and attempts to use an
identical device to transmit the same predetermined
startup signal, as long as he is not in possession of the
autoencoder model (key), the probability that his DAC
will be a match at the AP is extremely low. Furthermore,
while it is not impossible to randomly train an arbitrary
model that would be able to generate the same DAC.
This is highly unlikely given that the parameters are in
floating point.

The DAC is similar in concept to the idea of Message
Authentication Code used for message authentication
in cryptographic applications. In MAC, to transmit
a message to B, A uses a key K to create a
message authentication code (MACS ), a fixed sized
cryptographic checksum and function MAC = C(K,M)
of the message and the shared key. The MAC is
appended to the message and transmitted. B applies
the MAC function on the message and generates a new
MACR using the secret key. The newly generated MACR
is compared with the received MACS . If MACS =
MACR, then:
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Figure 6. Training and Inference using DAC

1. B is assured that M has not been altered because
if an intruder modifies M without modifying
MACS , then MACR will not match MACS .
Furthermore, the intruder cannot modify MACS
to reflect changes in the message because he does
not have K .

2. B is also assured that the message came from
A because only A has K required to generate a
message with the correct MAC.

However, the DAC is similar to MAC only in
concept. We emphasize here that the DAC is not
considered an outright replacement for MAC. MACs
operate at the transport layer whereas the DAC operates
at the physical layer. Rather, we consider the DAC
as a complementary method to enhance the current
cryptographic approaches. More discussion on this
concept is provided in section 5. However, in some cases
of constrained device-to-device communication, which
require more lightweight approaches, the DAC may be
preferred. In addition, with the MAC, one could not
identify each physical device, while the proposed DAC
is able to authenticate each physical radio.

4. Experimental Results

4.1. Experimental setup
Data Collection. To validate the ideas presented in
this work, RF traces were collected from three types
of devices: (1) six MICAz-MPR2400 sensors, (2) NI
USRP-293x and (3) USRP X310 Software Defined Radio
(SDR) Devices. The MICAz is a mote manufactured
by Crossbow Technology. It has has on-board the
IEEE 802.15.4 compliant CC2420 chip, which is a
ZigBee ready transciever operating within the range
[2.4000,2.4835] GHz (model MPR2400). Attached to it
is a sensor board which integrates light, temperature,
accelerators, microphone, and magnetometer sensors.
It operates in a mesh configuration for transmission
of sensor recordings to the base station node. In
the MoteView Platform, the devices (MICAz) are
configured to transmit data twice every second.

The USRP-293x is able to capture signals at
frequencies up to 4.4GHz, with a bandwidth of up
to 20MHz. The USRPs contain a Software Defined
Radio Device (SDRD), and a tunable radio. The SDRD
carries a high-speed analog-to-digital converter as well
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Table 1. Model Parameters for Convolutional Autoencoder model

Network Layer Dimension Activation
Input Input x (1024 x 2) -

Encoder 2D Convolution 256 x (3 x 3) Tanh
Max Pooling 2 X 1 -

2D Convolution 64 x (3 x 3) Tanh
Max Pooling 2 X 1 -

2D Convolution 16 x (3 x 3) Tanh
Decoder Convolution Transpose 64 x (3 x 3) Tanh

Convolution Transpose 256 x (3 x 3) Tanh
2D Convolution 2 x (3x3) Tanh

Figure 7. Captured RF IQ Data from ZigBee device (20 Frames
at 2 Frame/Second)

as a digital-to-analog converter for streaming baseband
IQ signals to a host PC on a 1/10 Gigabit. The
data are stored in TDMS file format. The USRP-
293x can implement communication applications such
as broadcast FM, white space, public safety (land-
mobile, and low-power unlicensed devices operating
on industrial, scientific and medical (ISM) bands), cell
phone, sensor networks, GPS or amateur radio.

For the ZigBee devices, six devices were configured
to transmit sensor data twice every second at and the
receiver to receive the signals at SNR levels of 0, -1,
-5, -10, -15dB. For the USRP-293x devices, 5 devices
were configured to transmit 16 QAM signals, with 4
samples per symbol. the samples had a frame length
of 2044 and symbol rate of 125k symbols per second.
the IQ sampling rate was set at 500k samples per
second and the career frequency was set at 2GHz.
Signals from all five USRPs were received at [-10dB,
10dB] in steps of 2dB using LabVIEW interface. In our
experimental setup, a receiver USRP is configured with
2MHz bandwidth as required for the ZigBee protocol.
To reduce the effect of interference with other devices
in the 2.4gHz ISM band, channel 26 (2.48 GHz) is
configured as the career frequency. The RF IQ data from
both device types are captured and saved accordingly
by the USRP-293x receiver. Figure 7 shows an example
plot for the I and Q traces obtained from one of the
ZigBee devices.

In a practical scenario, there are environmental and
channel effects that impact signals transmitted over the
wireless channel. Some of these phenomena include
effect of degradation and distance, varying channel con-
ditions, noise and device mobility. However, although

these phenomena exhibit peculiar characteristic behav-
ior, in terms of signal measurement; these effects
are observed and find expression as varying signal
strengths in the received signal. Considering this, we
collect the RF traces at varying SNR, and combine them
into the same dataset to simulate these effects. In other
words, having one dataset contain data at different SNR
levels simulates the effect of having the signal strength
affected by these phenomena during transmission. This
we believe is closer to reality than having multiple
datasets associated with single received SNR levels as
done in most previous work. In addition to this, during
RF data collection, the devices were moved around
by walking with the devices within a lab measuring
approximately 25 x 30 ft, and outside to adjacent labs
but within the same building to add some natural effect
of device mobility and absence of line-of-sight. One
of the plans for future work include integrating RF
traces with the device mounted in high speed mobile
device such as vehicles or drones in order to introduce
substantial Doppler effect from high speed mobility.

For both device types, the RF traces from one of the
devices (assumed to be the intruder) are not used for
training the model, and 20% of the RF traces of the
authorized devices were set aside for testing. For the
ZigBee devices, 4435968 I and Q samples per device
and a window size of 1024 was used. The training set
had the dimensions (27075,1024,2) split equally among
each of the five authorized devices, and the test set
had dimensions (8662, 1024, 2), with half coming from
the unauthorized and authorized devices respectively.
Similarly, the USRP training set had the dimensions
(17,280,1024,2) split equally between the authorized
devices, and the test set had the dimensions (77776,
1024, 2) with approximately 55% and 45% coming from
the unauthorized and authorized devices respectively.
Again, for both ZigBee and USRP datasets, no RF trace
from the unauthorized device was included in the
training set.

Training and Authentication. The raw RF IQ traces from
the authorized devices are used to train the AE-
based model. Table 1 shows the parameters of the
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Table 2. KS Statistic and P-value for raw data from RF Devices.

RF Device
Device of interest Device 0 Device 1 Device 2 Device 3 Device 4 Device 5

Device 0 (0.00, 1.00) (0.02, 0.00) (0.05, 0.00) (0.03, 0.00) (0.04, 0.00) (0.05, 0.00)
Device 1 (0.02, 0.00) (0.00, 1.00) (0.06, 0.00) (0.03, 0.00) (0.05, 0.00) (0.04, 0.00)
Device 2 (0.05, 0.00) (0.06, 0.00) (0.00, 1.00) (0.06, 0.00) (0.13, 0.00) (0.08, 0.00)
Device 3 (0.03, 0.00) (0.03,0.00) (0.06, 0.00) (0.00, 1.00) (0.06, 0.00) (0.04,0.00)
Device 4 (0.04, 0.00) (0.05,0.00) (0.13, 0.00) (0.06, 0.00) (0.00, 1.00) (0.08, 0.00)
Device 5 (0.05, 0.00) (0.04, 0.00) (0.08, 0.00) (0.04, 0.00) (0.08, 0.00) (0.00, 1.00)

Table 3. KS Statistic and P-value for CAE model for all RF devices.

RF Device
Device of
Interest Device 0 Device 1 Device 2 Device 3 Device 4 Device 5

Device 0 (0.000, 1.000) (0.313, 0.000) (0.636, 0.000) (0.555, 0.000) (0.771, 0.000) (0.627, 0.000)
Device 1 (0.312, 0.000) (0.000, 1.000) (0.710, 0.000) (0.334, 0.000) (0.651, 0.000) (0.380, 0.000)
Device 2 (0.635, 0.000) (0.685, 0.000) (0.000, 1.000) (0.801, 0.000) (0.198, 0.000) (0.801, 0.000)
Device 3 (0.552, 0.000) (0.331,0.000) (0.801, 0.000) (0.000, 1.000) (0.979, 0.000) (0.379, 0.000)
Device 4 (0.778, 0.000) (0.653,0.000) (0.236, 0.000) (0.972, 0.000) (0.000, 1.000) (1.000, 0.000)
Device 5 (0.647, 0.000) (0.381, 0.000) (0.801, 0.000) (0.384, 0.000) (1.000, 0.000) (0.000, 1.000)

model. This configuration was selected from a range
of configurations tested because it gave the best results
in terms of the K-S Statistic. For example, while ReLU
activation is popular with this model in literature and
gave good results, the hyperbolic tangent activation
performed better. The model performs automated
feature extraction and dimension reduction on the RF
data. The confidence in using deep learning for this task
stems from previous work done by the authors in [51].
In this work, a convolutional neural network was
used on the same dataset but for device identification
using supervised classification. Classification accuracy
up to 97% was obtained in those experiments, which
further substantiates the claim that our model is able
to perform automatic feature extraction and generate
unique DAC for each device.

After training, for authentication, a sequence of RF
data to be transmitted is input into the trained CAE
to obtain the DAC, and the DAC is concatenated with
the original signal before transmission. To authenticate
a device, the DAC is also generated at the receiver, and
checked to ascertain that the DAC from the transmitter
matches the DAC generated at the receiver. A K-S
test is used for this purpose. A match in both DACs
authenticates a device, otherwise, the device is deemed
illegitimate and an intruder.

The performance of the proposed approach is
evaluated on the collected datasets. As previously
stated, one device is considered illegitimate and its RF
IQ traces are left out during training. 90% of the IQ
samples from the other authorized devices at varying
SNR levels are used for training. Half of the remaining

10% are used for validation and the remaining 5% of
samples are mixed with IQ samples from the intruder
class for testing. It is worth mentioning again that the
data are collected for each device at different SNR levels
and combined into one dataset in order to mimic multi-
path effects, variation in channel conditions as well as
noise.

4.2. Results and Analysis
Table 2 shows the KS statistic and p-values using just
the raw RF traces from all the ZigBee devices. The
rows of each table represent the transmitting device
whose DAC is supposed to be received as the authorized
device at the receiver, whereas the columns represent
the device whose DAC is actually received in a device-
to-device communication. For example, the cell at
the intersection of the row and column both labeled
“Device 0”, signifies that the both the DAC transmitted
and the DAC received are from Device 0. In the same
vein, the entry in the last column of the first row
indicates that the DAC transmitted is from device 0,
but the DAC computed at the receiver belongs to device
5 (meaning this is an illegitimate transmission). The
term “device of interest” signifies the authorized device
in a specific communication scenario. In other words,
Device 0 is the authorized transmitting device in the
first row, Device 2 is the legitimate device in the second
row, and so on. This means that only the entries in
the diagonal represent legitimate communications. The
first and second elements of the tuple in every cell of
the table are the K-S statistic and p-value of the K-S test
respectively.
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Table 4. KS Statistic and P-value for convolutional autoencoder model for all RF devices at different SNR levels (Device of interest:
5).

RF Device
SNR(dB) Device 0 Device 1 Device 2 Device 3 Device 4 Device 5

0 (1.000, 0.000) (0.999, 0.000) (1.000, 0.000) (1.000, 0.000) (1.000, 0.000) (0.000, 1.000)
-1 (1.000, 0.000) (0.857, 0.000) (1.000, 0.000) (1.000, 0.000) (1.000, 0.000) (0.000, 1.000)
-5 (0.424, 0.000) (0.274, 0.000) (1.000, 0.000) (0.589, 0.000) (1.000, 0.000) (0.000, 1.000)

-10 (0.452, 0.000) (0.879, 0.000) (1.000, 0.000) (0.497, 0.000) (0.993, 0.000) (0.000, 1.000)
-15 (0.886, 0.000) (0.932, 0.000) (0.214, 0.000) (0.657, 0.000) (0.999, 0.000) (0.000, 1.000)

[0,-1,-5,...
-10,-15] (0.652, 0.000) (0.395, 0.000) (0.820, 0.000) (0.445, 0.000) (0.999, 0.000) (0.000, 1.000)

As previously mentioned, the null hypothesis is that
both samples are from the same distribution. The null
hypothesis cannot be rejected if either the statistic is
very low, or the p-value is high. On the other hand, the
null hypothesis should be rejected if the K-S statistic
is high and the p-value is very low. In other words,
a K-S statistic in the range [0, 0.1] and p-value in the
range [0.9, 1.0] indicates that the device of interest is
an authorized device. However, a K-S statistic of greater
than 0.1 and p-value less than 0.9 indicates that the
DAC is from a different distribution and the device of
interest is not authorized. The decision on the value
of the threshold is application dependent, and in our
experiments we set the threshold at 0.15 given that
the highest statistic observed for any combination of
transmitting and receiving device for the raw data from
Table 2 is 0.13. Hence if a K-S statistic is above 1.5, the
transmitter whose DAC is computed at the receiver for
that communication scenario is tagged an unauthorized
device.

It must be stated here, that the threshold value of 0.15
was chosen arbitrarily just for the purpose of this Zig-
Bee experiments. In anomaly detection using autoen-
coders and thresholds. The problem of automatically
selecting a threshold is (1) application/data specific,
and (2) an active area of research. However, the value
of the threshold does not have so much of an impact
because in any case; only an authorized communication
will have values (0.00 and 1.00), and this is akin to an
assertion by the model of the statement “I am 100%
certain that this transmitter is authorized”. In other
words, our model can be made to reject any other
outcome which does not support this statement. This
approach would still work.

The values of interest in Table 2 are highlighted
in bold font. As stated earlier, the device of interest
is the authorized transmitting device for a specific
device-to-device communication. The first thing to
observe is that every cell in the diagonal of the
table contains (0.00, 1.00). This indicates a perfect
match, and is intuitive since the RF trace is from
the authorized device and the DAC received matches

the DAC transmitted. Secondly, for every other cell
other than the diagonal cells, the first element of every
tuple are very small values. This shows that the raw
RF traces from all the devices according to the K-
S test are considered almost identical. Hence, for an
unauthorized device or intruder, the performance of the
DAC approach will be based on how far away from zero
the K-S statistic is, and how close to zero the p-value is.
For an authorized device the KS statistic and p-values
must be (0.00, 1.00), signifying a match between the
transmitted and received DAC.

Table 3 show a similar comparison done in Table
2. However, this time the comparison is made on the
DAC obtained for every device using our approach. It
can be observed that the values for the K-S statistic
here are much higher than those recorded in Table 2
for the raw RF traces. In fact, only one comparison
has a K-S statistic of approximately 0.2. If we consider
0.15 to be the minimum threshold below which we
cannot reject the null hypothesis, then the DAC would
have a discriminatory accuracy of 100%. This shows
that the DAC produces very discriminatory features,
even though the original data (RF traces) are almost
identical. It can be seen that the DAC performs
well for every possible combination of transmitter-
receiver communication considering each device as
an authorized device and the others as unauthorized
devices. It is also worth mentioning that for each of
the six scenarios which corresponds to each row in the
table, data from an arbitrarily chosen device was not
included in the training. However, this does not degrade
the performance of our proposed approach.

Tables 4 and 5 show the performance of the CAE
model trained on RF traces from ZigBee devices and
USRPs, respectively. The RF traces are collected at
single noise level as well as from all noise levels mixed
together. These tables can be viewed as an exploded
version of one row in table 3 but considering different
SNR scenarios. The device of interest or authorized
devices are device 5 for the ZigBee devices, and device
2 for USRP devices respectively. We mention here
that similar results were obtained when running this
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Table 5. KS Statistic and P-value for convolutional autoencoder model for all USRP RF devices at different SNR levels (Device of
interest: 2).

RF Device
Noise level SNR (dB) Device 0 Device 1 Device 2 Device 3 Device 4

Single

-10 dB (0.652, 0.000) (0.557, 0.000) (0.000, 1.000) (0.580, 0.000) (0.515, 0.000)
-8 dB (0.607, 0.000) (0.417, 0.000) (0.000, 1.000) (0.475, 0.000) (0.435, 0.000)
-6 dB (0.447, 0.000) (0.302, 0.000) (0.000, 1.000) (0.290, 0.000) (0.295, 0.000)
-4 dB (0.508, 0.000) (0.340, 0.000) (0.000, 1.000) (0.337, 0.000) (0.243, 0.00)
-2 dB (0.800, 0.000) (0.700, 0.000) (0.000, 1.000) (0.680, 0.000) (0.701, 0.000)
0dB (0.587, 0.000) (0.366, 0.000) (0.000, 1.000) (0.408, 0.000) (0.209, 0.000)
2 dB (0.680, 0.000) (0.605, 0.000) (0.000, 1.000) (0.650, 0.000) (0.424, 0.000)
4 dB (0.615, 0.000) (0.534, 0.000) (0.000, 1.000) (0.512, 0.000) (0.482, 0.000)
6 dB (0.525, 0.000) (0.535, 0.000) (0.000, 1.000) (0.520, 0.000) (0.525, 0.000)
8 dB (0.487, 0.000) (0.512, 0.000) (0.000, 1.000) (0.489, 0.000) (0.457, 0.000)
10dB (0.373, 0.000) (0.499, 0.000) (0.000, 1.000) (0.467, 0.000) (0.462, 0.000)

Combined [-10,10]dB (0.319, 0.000) (0.356, 0.000) (0.000, 1.000) (0.339, 0.000) (0.411, 0.000)

experiment with other devices considered authorized,
but due to space constraints, we present only the
results for one authorized device. It is observed that
the proposed model performs better when tested at
single noise levels, especially for the ZigBee devices,
and this is expected. However, the model also performs
very well on data containing RF traces from mixed
noise levels by accurately authorizing an authorized
device or detecting an intruder 100% of the time.
This is important because in real life scenario, the
wireless signals will seldom be at one noise level due
to environmental factors. Hence, it is important that
the model is robust to these different environmental
uncertainties and potential changes.

It is obvious from tables 4 and 5 that the DAC
is able to detect the unauthorized device in every
instance of device-to-device communication because
during training, the convolutional autoencoder acts like
a denoising autoencoder. This is an improvement to the
method in [9], a state-of-the-art method where 100%
detection accuracy was obtained from 20dB and above,
but not below 20dB. This is because the approach taken
in [9] makes use of RFDNA which is based on specific
statistical characteristics of the communication signals
like the mean, variance, and kurtosis. While these
attributes are affected by the hardware, they are more
directly tied to the signal strengths, thus it performs
well in high SNR regime. However, the autoencoder
exploits inherent attributes of both the signal and
hardware that may not be captured by the RFDNA.
In addition, because the extracted features may not
directly tied to the signal strengths, the proposed
method works well in all SNR regimes.

In summary, it is evident that DAC approach is
successful at exploiting device inherent features. In an
authentication process, if the K-S statistic and the p-
value between the received DAC and the DAC generated

at the receiver are 0 and 1 respectively, then the
transmitting device is an authorized device. Otherwise
the transmitting device can be flagged as an intruder.
Furthermore, it has been shown that the model is robust
to varying SNR levels of the transmitted signal.

5. Discussion and Future Work
Physical-layer authentication is gaining traction in the
research community for a number of reasons. First,
given the rapid evolution of wireless communica-
tion towards the 5G era, communication networks are
becoming more heterogeneous. Techniques such as mil-
limeter Wave transmission and other ultra-densification
methods will be the logical approach to handle the
demands associated with the explosive growth of
mobile data traffic. This will see a proliferation of
smaller cells containing femtocells and picocells. Given
the anticipated changes these future wireless systems,
the functions of some layers may be modified. For
example hand-offs may be eliminated from layer 3 [52].
This may present challenges in appropriately authen-
ticating different devices that use various upper-layer
protocols. However since Physical-layer features are
inherent to any device, it may be beneficial to design
robust physical-layer authentication approaches which
are compatible but less-dependent on specific protocols

Furthermore, As the number of cells increases and
the size of cells shrink, frequent and multiple authen-
tication handover procedures are typically required
because users (especially mobile users), frequently
migrate from various BS/AP covered cells. Migrating
context usually involves many units such as servers,
APS, and BSs which all require cryptographic methods
and multiple handshakes to exchange information or
key pairs between each other [53]. Also additional
encryption is usually implemented to ensure security
of the exchange process from eavesdroppers. All these
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processes contribute to the increased latency which can
be to the tune of hundreds of milliseconds, and exceeds
the tolerance of 5G services [54]. Exploiting Physical-
layer features may be instrumental to simplifying the
authentication process in future heterogeneous wireless
networks.

Taking this into account, cross-layer authentication is
one practical means of applying RF fingerprinting in
future wireless systems. We consider two approaches to
this.

Integration with existing cryptography-based Infrastructures
and Protocols. The design of the key distribution
and encryption algorithm of cryptographic frameworks
such as the Diffie-Helmann protocol are done to
ensure that the systems cannot be broken from a
computational point of view. However these objectives
are usually achieved by trading off computational
simplicity and low latency in wireless communication
systems. Given the relatively faster nature of the
physical-layer process, and device-specific nature
of the characteristics at the physical layer, RF
fingerprinting can be employed in the design of cross-
layer authentication to mitigate the constraints of
delay and high computational demand associated with
cryptography.

Enhancing Authentication Complexity in Heterogeneous
Networks. By verifying the distinctive characteristics
of the devices and the communication channel, it
is possible to identify wireless transmitters at the
physical layer. Unlike authentication based on digital
keys, The signal propagation environment between
an authorized transmitter and receiver determines
the channel between both devices. Hence, there is a
relationship between the environment and the physical-
layer characteristics of the communicating device which
are very difficult to impersonate. In other words, the key
may be used to provide end-to-end authentication and
not just device-to-device authentication.

For example, in an end-to-end communication
scenario, it is assumed that two devices; A and B are
in end-to-end communication, and the claimed identity
of Device A must be authenticated by B. There is also
a trusted party which could be an access point directly
linked with A, and trusted by Device B.

The functions of the physical layer here is to provide
the upper layers with physical layer characteristics.
By virtue of its direct communication with Device
A, Device C is able to analyze the physical-layer
characteristics of A. Device C can then quantize
and hash the characteristics specific to Device A in
order to generate specific digital digits, which are
appropriate for use by the authentication protocols of
the upper layers. These generated digital numbers from
Device A can be used to generate asymmetric key for
authentication.

One of the challenges in RF fingerprinting research
is the lack of widely accepted benchmark datasets by
which RF fingerprinting approaches can be compared.
Consequently, most proposed methods are designed
and tested on only proprietary datasets generated
by the researchers, and there is no means of
comprehensively comparing the performance of RF
fingerprinting techniques. In future work, we will
generate a comprehensive RF fingerprinting dataset
to further investigate the properties of the DAC,
and enable parallel comparison of RF fingerprinting
approaches.

6. Conclusion
In this work, we propose a novel framework for
intrusion detection based on RF fingerprinting using
deep learning. Specifically, the problem of identifying
an authorized device or an intruder from a set of
devices of the same make, model and manufacturer
sending the exact same information is considered, and
a novel concept of Device Authentication Code (DAC) is
proposed. In the proposed framework, an autoencoder
is used to automatically extract features from the RF
traces, and the reconstruction error is used as the
DAC. Then Kolmogorov-Smirnov (K-S) test is used
to match the distribution of the reconstruction error
generated by the receiver and that in the received
message, and the result will determine whether the
device of interest is an authorized user. We validate
this concept on two experimentally collected RF traces
from six ZigBee devices and five universal software
defined radio peripheral (USRP) devices, respectively.
Experimental results demonstrate that DAC is able
to prevent device impersonation by extracting salient
features that are unique to each wireless device of
interest and can be used to identify RF devices.
Furthermore, the proposed DAC is unique to each
device due to manufacturing uncertainty, and at the
same time it is robust to environmental uncertainties,
such as changes in channel conditions, mobility and
noise, which all are observed in terms of varying signal
strength. It is worth noting that the proposed method
does not need the RF traces of the intruder during
model training yet be able to identify devices not seen
during training, which makes it practical.
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