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 Abstract 

Software-based Network Intrusion Prevention Systems have difficulty in handling high speed links. Network 
processor (NP) is an emerging field of programmable processors that are optimized to implement network data. In 
this paper, a novel Network Intrusion Prevention scheme is designed based on a heterogeneous multi-core processing 
architecture where its NP devices complement genera purpose multi-core processors to improve the performance of 
packet processing. We use Netronome’s network processor to process network traffic at the data link (Ethernet), 
network (IP), and transport/control layers. A set of network-based anomaly Intrusion Detection sensors is used in 
processing network traffic. Experimental results show our enhancements can reduce the processing load of the 
Intrusion Detection sensors. The load balancing by the protocol is better then other previous work. 
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1. Introduction

The rapid development of mobile Internet, cloud 
computing, intelligent terminal is becoming a new engine of 
economic development. It has greatly changed the mode of 
people's work and life, as the logic derivative product of 
virtualization, networking and cloud computing. Big data 
not only means the mass data, more complex, but also 
include more sensitive data, these data will be attractive to 
potential attackers. Disclosures sensitive data become a 
significant goal of network intruders, increase risk of 
personal privacy leakage.  

Network intrusion prevention systems (NIPS) are 
lagging behind routers and firewalls in the technology 
curve. The complexity stems mainly from the need to 
analyze not just packet header but also content and higher-
level protocols. NIPS needed to be updated with new 
detection components and heuristics. Anomaly detection 
can detected unknown attacks, but has high false positive 
rate. Over the past several years, many techniques are 
employed in Network Intrusion Detection Systems (NIDS), 
such as data mining, artificial immune system, support 
vector machine and so on. But, software-based network 
intrusion prevention systems have difficulty in handling 

high speed links. Network processor is an emerging field of 
programmable processors that are optimized to implement 
data. In this paper, a novel network intrusion prevention 
scheme based a heterogeneous multi-core processing 
architecture where its NP devices complement genera 
purpose multi-core processors. We use Netronome’s 
Network Processor to process network traffic at the data 
link (Ethernet), network (IP), and transport/control layers 
(TCP, UDP, ICMP). A set of anomaly Intrusion Detection 
sensors is used to processing network traffic in Intel Xeon 
E5620 processor with four core eight hyper-threading. 
Experimental results shows that our enhancements can 
reduce the processing load of the sensors, and load 
balancing by the protocol is better then the five-tuple 
consisting of the source IP address, destination IP address, 
protocol type, TCP/UDP source port, and TCP/UDP 
destination port. 

The rest of this paper is organized as follows. In Section 
2 we discuss work related to anomaly detection. In Section 
3 we describe NP and the heterogeneous multi-core 
processing architecture and implementation of our system. 
We examine the performance benefits of using NP-based 
load balancing in Section 4. Finally, we summarize and 
comment on future research directions in Section 5.  
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2. Existing Work

There are two main types of Intrusion Detection/ Prevention 
Systems: signature-based (SBS) and anomaly-based (ABS). 
SBS systems (e.g. Snort) rely on pattern recognition 
techniques where they maintain the database of signatures 
of previously known attacks and compare them with 
analyzed data. An alarm is raised when the signatures are 
matched. On the other hand ,ABS systems build a statistical 
model describing the normal network traffic, and any 
abnormal behavior that deviates from the model is 
identified. In contrast to signature-based systems, anomaly-
based systems have the advantage that they can detect zero-
day attacks, since novel attacks can be detected as soon as 
they take place [1]. Many distinct techniques are used based 
on type of processing related to behavioral model. They are: 
Statistical based, Operational or threshold metric model, 
Markov Process or Marker Model, Statistical Moments or 
mean and standard deviation model, Univariate Model, 
Time series Model, Cognition based, Finite State Machine 
Model, Description script Model, Adept System Model, 
Machine Learning based, Bayesian Model, Genetic 
Algorithm model, Neural Network Model, Fuzzy Logic 
Model, Outlier Detection Model, Computer Immunology 
based, User Intention based [1][2][3]. We describe the 
prominent and the most recent of Network Intrusion 
Detection System.  

Heberlein first proposed Network Intrusion Detection 
System NSM [4], After that many anomaly detection 
methods were developed, such as Bayesian network 
method, Markov chain method, mining method, neural 
network method and statistical analysis method [5,6,7,8,9]. 
eBayes anomaly detection component of EMERALD is 
based on the Bayesian network model [5]. EMERALD was 
the winners of the DARPA IDS evaluation in 1999, by 
learning to obtain various characteristics of the conditional 
probability of an attack class. It classified traffic on the 
network to determine whether it belongs to some kind of 
attack. Although it was the winner of DARPA evaluation, 
the detection rate only reached 50%.  

SPADE[6] is a plug-ins based on statistical anomaly 
detection of Snort, used to automatically detect the port 
scanning attacks, is also the first to use the idea of anomaly 
detection to detect port scanning attack, the model used a 
simple frequency-based method to calculate the value of a 
packet exception, if the given data packet appear less, 
abnormal value is higher, when the abnormal data packet 
exceeds the given threshold, the packet is forwarded to a 
correlation engine. However, due to the SPADE take all the 
packets that have not encountered as attacks, therefore, 
SRADE high false alarm rate. 

Matthew.v.Mahoney proposed a series of anomaly 
detection methods such as PHAD, ALAD and LERAD[7] , 
These all use time-based models, in which the probability of 
an event depends instead on the time since it last occurred. 
For each attribute, they collect a set of allowed values 
(anything observed at least once in training), and flag novel 
values as anomalous. Specifically, they assign a score of 
tn/r to a novel valued attribute, where t is the time since the 

attribute was last anomalous (during either training or 
testing), n is the number of raining observations, and r is the 
size of the set of allowed values. PHAD, ALAD, and 
LERAD differ in the attributes that they monitor. PHAD 
(Packet Header Anomaly Detector) has 34 attributes, 
corresponding to the Ethernet, IP, TCP, UDP, and ICMP 
packet header fields. ALAD (Application Layer Anomaly 
Detector) models incoming server TCP requests: source and 
destination addresses and ports, opening and closing TCP 
flags, and the list of commands (the first word on each line) 
in the application payload. Depending on the attribute, it 
builds separate models for each target host, port number 
(service), or host/port combination. LERAD (LEarning 
Rules for Anomaly Detection) also models TCP 
connections, but samples the training data to suggest large 
subsets to model. 

3. Heterogeneous Multi-core Processing
Architecture Based Network Processor 

3.1 Network Processor 

Network processor is multi-core processor, augmented with 
networking-specific instruction, hardware-assists, and 
memories. This has its own dedicated circuit structure and 
designed for network packet processing, at the same time it 
is a programmable chip. Network processor not only can be 
programmed to optimize packet processing, but also can 
take over many of the original master CPU complete 
control and management functions. Currently there are 
many companies producing network processor on the 
market, such as the dedicated packet processing network 
processors are IBM, Netronome, MMC, Xstrema 
companies. In this paper, we provide an overview of the 
architecture of the Netronome’s network processors with 
the NFE-i8000 as an example, there are 16 micro-
processing engines, accelerated network processing is 
required to reach the 10~40 Gbps data rate that many 
network applications demand. 

Research about network processor is focused on the 
distribution of micro-engine, code optimization and 
detection algorithm, they aims to take full advantage of 
multi-core processors by parallelism, and detection systems 
are mostly used Snort to run on the general-purpose 
processing platform. Charitakis created a tool that can 
translate Snort rules into microcode S2I for packet header 
detection [9]. Hyeyoung proposed the concepts of DIDE 
and CIDE modular detection [10]. Konstantinos Xinidis 
describes the design and implementation of a high-
performance Network Intrusion Prevention System that 
combines the use of software-based Network Intrusion 
Prevention sensors and an IXP1200 network processor 
board [11]. 

Most of the studies on NP use Snort as sensors, but snort 
is rule-based pattern matching techniques, with the kind of 
attack increased, rules must be constantly updated. With the 
increasing number of rules and increased the detection 
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computational load, it is difficult to meet the demand for 
high-speed networks. So we use anomaly detection 
algorithm to detect new attacks. 

3.2 Design an intrusion prevention system on 
the heterogeneous multi-core processing 
architecture  

In this paper, a novel network intrusion prevention scheme 
is designed, based on a heterogeneous multi-core processing 
architecture where its NP devices complement genera 
purpose multi-core processors such as Intel’s Xeon family. 

The primary metric of interest in the design of NIPS is 
throughput. To take advantage of the high-speed 
capabilities of network processors’ flow processing and 
multi-core processors common data processing. The 
common multi-core x86/IA processor handles application 
layer services, and professional network processor handles 
the data link (Ethernet), network (IP), and transport/control 
layers business, through PCIE accelerator tight coupling of 
these two processors, can be achieved to a linear, safety, 
virtualization and unified platform. Figure 1 shows the 
architecture and data paths.  
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Figure 1  Architecture and Data paths 

Designs are composed of two layers: data layer and 
control layer. The control layer is X86/IA common 
processing architecture as a general-purpose multi-core 
processors application and control CPU. It is responsible for 
the management and control systems. On the other hand, 
according to test results, It controls the packet and flows of 
data layers. Intrusion protection/detection through the load 
balancer group supports multi-processor parallel analysis of 
data packets, mainly to detect the anomaly behavior. 
According to results submitted to the policy control module, 
the policy control module then translate the action to the 
data flow processing operations in the packet classifier 
filters, while updating the control policy table.  

The data layer is composed of the network processors, as 
a coprocessor to achieve precise and high-performance 
handing in network level. It achievers high-speed data 
streams effective control and handling through a multi-

engine (ME) parallel processing, Which mainly contains the 
following modules: Packet receiving module Rx, packet 
classification filter module Classifier, Qos module and data 
packet transmission module Tx. Packet classification filter 
determines the flow associated with a packet, and then 
configures the control strategy based on the detection 
process, the control strategy for different data streams 
delineate different levels of defense, which take different 
processing operations, such as direct forwarding (pass). 
directly discarded (drop). to send data to the control 
surfaces on the Intrusion Detection group (via_host) or 
directly pass via_host (Tap-to-host). Qos module for 
network data flows congestion control, packet scheduling 
queue processing and optimization, In order to ensure the 
function of intrusion protection system, it can improve the 
processing performance. 

Then depicts the main data paths in this architecture, 
Traffic enters the system at the Rx block. Then the Flow 
Identification subsystem (Classifier) determines the flow 
associated with a packet. When the first packet in a flow is 
received, the subsystem creates a new flow table entry. For 
subsequent packets in the flow, the subsystem retrieves the 
existing flow table entry. Should the policy to be applied to 
the flow be known, the system applies the policy by 
handling the traffic within the Netronome Flow 
Engine(NFE), by directing the traffic to the host 
CPU(via_host) or a combination thereof (Tap-to-host).  

Traffic can be directed to host CPU applications via the 
Netronome Packet Access (zero copy) API. This API 
minimizes kernel mode to user mode transitions and data 
copying, thereby improving performance. A modified 
libpcap implementation provided by Netronome Flow 
Manager (NFM) can be used to run applications that require 
libpcap for accessing packets. Any of the before mentioned 
types of partner application can modify the policy applied 
to a specific flow (or set of flows), or modify (i.e. add, 
change, or delete) rules or the policy associated with rules. 
These operations are depicted using star symbols in the 
diagram. Traffic exits via the scheduler/traffic manager and 
the Tx block [12]. 

4 Packet Header Anomaly 
Detection(PHAD) 

PHAD was an anomaly detection algorithm that learns the 
normal ranges of values for each packet header field at the 
data link (Ethernet), network (IP), and transport/control 
layers (TCP, UDP,ICMP)[7]. PHAD uses the rate of 
anomalies during training to estimate the probability of an 
anomaly while in detection mode. If a packet field is 
observed n times with r distinct values, there must have 
been r "anomalies" during the training period. If this rate 
continues, the probability that the next observation will be 
anomalous is approximated by r/n. 

In this model, if an event last occurred t seconds ago, 
then the probability that it will occur in the next one second 
is approximated by 1/t. Often, when an event occurs for the 
first time, it is because of some change of state in the 
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network .Thus each packet header field containing an 
anomalous value is assigned a score inversely proportional 
to the probability, 

r
tndScorecfiel 

 Finally, we add up the scores to score the packet. 

5. Implementation and Evaluation

5.1 Implementation 

In this Section, we examine the performance of our 
architecture. We use Netronome’s network processor NFE-
i8000 to process network traffic at Layers 4-7 include 
Packet capture and load balancing. Server is a 2.4 GHz Intel 
Xeon E5620 processor with four core eight hyper-threading 
disabled. The host operating system is Linux (kernel 
version 2.4.20, Red-Hat 9.0).The sensor software is a 
modified PHAD.  

5.2 Evaluation data  

Our experiments were performed on the DARPA 1999 
evaluation data; Three weeks of training data were provided 
for the 1999 DARPA Intrusion Detection off-line 
evaluation. The first and third weeks of the training data do 
not contain any attacks. This data was provided to facilitate 
the training of anomaly detection systems. The second week 
of the training data contains a select subset of attacks from 
the 1998 evaluation in addition to several new attacks. The 

forth and fifth weeks of data are the test data used in the 
1999 Evaluation from 1999/6/19 to 1999/10/1. There are 
201 instances of about 56 types of attacks distributed 
throughout these two weeks [13]. 

5.3 Result 

We use the third week of data as training data, followed 
load balancing with the 5-tuple configuration to 8 CPU(host 
id0 -host id1), the fourth and fifth weeks 9 days data as the 
test dataset, the results are shown in Table 1. 

Table 1 list the experimental results at the false alarm 
rate is 101, 8 general purpose processors are running the 
PHAD. The experimental results show load balancing the 
packet by 5-tuple can only guarantee the same flow but not 
the same attack information to the Intrusion Detection 
sensors in the control layer, so the total number of detected 
attacks is more than real attacks. Then we change the load 
balancing strategies by protocol processing model. 

In the next experiments, we made a comparative 
experiment on the third week data with splitting and 
without splitting training dataset by protocol. while the 
same test dataset of the fourth and fifth week total of 9 days 
of data, which are divided according to the protocol type 
TCP, UDP, ICMP and others, the experimental results are 
show in the table 2, we can see that in this system load 
balancing the packet by protocol is better results than the 
original way down by Mahoney VM, especially the training 
dataset is also load balancing by protocol type. 

Table 1  5-tuple configuration load balancing  

Table 2 the protocol load balancing 

Attack 
type 

Detection rate(false alarm below 10 per day) 
0 1 2 3 4 5 6 7 Total 

Probe 11/37 10/37 14/37 12/37 7/37 10/37 9/37 15/37 88/37 

Dos 15/65 13/65 9/65 11/65 14/65 11/65 11/65 17/65 101/65 

R2L 4/56 3/56 3/56 6/56 4/56 6/56 1/56 3/56 30/56 

U2R 1/37 1/37 2/37 2/37 1/37 0/37 1/37 1/37 9/37 

Data 1/16 1/16 1/16 1/16 1/16 0/16 0/16 0/16 5/16 

New 5/62 4/62 6/62 6/62 4/62 5/62 1/62 4/62 35/62 

All 31/201 27/201 28/201 31/201 26/201 27/201 22/201 36/201 228/201 

Attack 
type 

Detection rate(false alarm below 10 per day) 
PHAD 

TCP UDP ICMP others Total

Probe 11/37 12/37 6/37 2/37 1/37 9/37 0/37 0/37 18/37 23/37 18/37 

Dos 5/65 5/65 9/65 7/65 9/65 9/65 0/65 0/65 23/65 21/65 21/65 

R2L 2/56 1/56 0/56 0/56 0/56 2/56 0/56 0/56 2/56 3/56 2/56 

U2R 0/37 0/37 0/37 0/37 0/37 0/37 0/37 0/37 0/37 0/37 0/37 

Data 0/16 0/16 0/16 0/16 0/16 0/16 0/16 0/16 0/16 0/16 0/16 

New 9/62 8/62 1/62 0/62 0/62 2/62 0/62 0/62 10/62 10/62 9/62 

All 18/201 18/201 15/201 9/201 10/201 20/201 0/201 0/201 43/201 47/201 41/201 
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6 Conclusions 

In this paper, we have presented a high-performance 
network intrusion prevention system. It is based a 
heterogeneous multi-core processing architecture where its 
NP devices complement genera purpose multi-core 
processors. A customized load-balancing component built 
using the Network Processor, and a number of sensors 
implemented on multi-core processors. To achieve macro 
security situational awareness and micro threats found on 
network, we must to analysis big data, Such as APT 
(Advanced Persistent Threat) attack with high-end testing. 
Therefore, there are several directions that we are currently 
pursuing. First, we are design parallel anomaly detection 
algorithm on multi-core platform to process large data sets. 
Second, we are re-examining the structure of the sensor, 
consider the possibility of using a more fine-grained 
protocol processing model. 
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