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Abstract

With the rapid development of information technology, power system has been developed and applied rapidly.
In the power system, fault detection is very important and is one of the key means to ensure the operation
of power system. How to effectively improve the ability of fault detection is the most important issue in
the research of power system. Traditional fault detection mainly relies on manual daily inspection, and
power must be cut off during maintenance, which affects the normal operation of the power grid. In case
of emergency, the equipment can not be powered off, which may lead to missed test and bury potential
safety hazards. To solve these issues, in this paper, we study the knowledge management based power system
by employing the deep learning technique. Specifically, we firstly introduce the data augmentation in the
knowledge management based power system and the associated activated functions. We then develop the
deep network architecture to extract the local spatial features among the data of the knowledge management
based power system. We further provide several training strategies for the data classification in the knowledge
management based power system, where the cross entropy based loss function is used. Finally, some
experimental results are demonstrated to show the effectiveness of the proposed studies for the knowledge
management based power system.
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1. Introduction
With the rapid development of information technology
[1–4], power system has been developed and applied
rapidly. In the power system, fault detection is very
important and is one of the key means to ensure the
operation of power system [5, 6]. How to effectively
improve the ability of fault detection is the most
important issue in the research of power system.
Traditional fault detection mainly relies on manual
daily inspection, and power must be cut off during
maintenance, which affects the normal operation of the
power grid. In case of emergency, the equipment can not
be powered off, which may lead to missed test and bury
potential safety hazards [7, 8]. As the test procedure
is cumbersome, the time is concentrated, and the task
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is urgent. Moreover, the workload of the workers is
large, and it is easily affected by human factors. The
maintenance period is long, and some faults are easy to
develop rapidly in this period, resulting in accidents.
The test voltage is less than 10kV, and the actual
operation voltage of the equipment is larger than this
value. Meanwhile, due to the power failure during the
test, the magnetic field, temperature, electric field and
surrounding environment during the operation of the
equipment cannot be truly reflected, so the test results
may not be consistent with the actual operation.

The rapid development of artificial intelligence
technology provides a new perspective and idea for
the daily operation of new power systems [9–12].
Artificial intelligence technology represented by deep
learning has been widely used in image recognition,
wireless communication, video surveillance and other
industries, and it has achieved remarkable results. For
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example, applying deep learning to signal detection
can intelligently mine the transmission characteristics
of the system and significantly improve the signal
detection rate of the system. Applying deep learning
into pattern recognition can adaptively mine the
features of images without artificially designing the
features of images, and effectively improve the accuracy
of image recognition. Applying deep learning into
speech recognition can also adaptively mine the
intrinsic features of speech and significantly improve
the accuracy of speech recognition. With the help of
deep neural networks, deep learning can adaptively
learn the characteristics of analyzing objects and
identifying them, which provides a new idea for fault
detection of power system.

Recently, the development of knowledge manage-
ment provides a new viewpoint for the power system.
The knowledge management based system is a very
important asset of a team. It is basically an information
system which can gather information from environ-
ments and then perform the data processing. After that,
the knowledge management based system share the
result among the nodes or users in the network. In this
way, the knowledge learning and sharing are enhanced,
and the usage efficiency of knowledge is also improved.
The application of knowledge management into the
power system has attracted much attention recently.

In this paper, we study the knowledge management
based power system by employing the deep learning
technique. Specifically, we firstly introduce the data
augmentation in the knowledge management based
power system and the associated activated functions.
We then develop the deep network architecture to
extract the local spatial features among the data of
the knowledge management based power system. We
further provide several training strategies for the
data category in the knowledge management based
power system, where the cross entropy based loss
function is used. Finally, some experimental results are
demonstrated to show the effectiveness of the proposed
studies for the knowledge management based power
system.

2. Methodology
2.1. Data augmentation
For the knowledge management based power system,
we use the data augmentation strategies to increase the
diversity of data samples and reduce the dependence
of the deep model on some attributes. In this way, we
can improve the model generalization ability without
actually collecting new data. For example, we can crop
the image in different ways to make the object appear in
different positions in the image, which can also reduce
the sensitivity of the model to the target position.
Adjusting the brightness, contrast and saturation of
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Figure 1. Comparison between several activated functions for the
knowledge management based power system.

the image can help reduce the color sensitivity of the
model. In this paper, a combination of random flipping,
rotational scaling and adding noise is used to expand
the dataset to achieve a better performance.

2.2. Network architecture
For the knowledge management based power system,
a convolutional neural network is adapted due to its
ability of extracting local spatial features, and it can
reduce the number of computational complexity by
parameter sharing. For the feature I with input size
DF ×DF ×M and N ×DK ×DK convolution kernels, the
output feature map G with K can be expressed as, [13–
15]

Gk,l,n = f
(∑
i,j,m

Ki,j,m,n · Ik+i−1,l+j−1,m + bi,j,m,n

)
, (1)

where b is the bias, and f (·) is the activated function. We
use the ReLU function in this paper, given by [16–18]

f (x) =

x, if x ≥ 0
0, if x < 0

. (2)

We use the above ReLU function, as the Sigmoid and
Tanh functions are prone to saturation phenomenon,
that is, they are insensitive to large input and output,
and the gradient is close to 0, where the gradient
vanishing is easy to occur in back propagation. The
ReLU function returns 1 when the gradient is greater
than 0, which effectively alleviates the vanishing of
gradient. At the same time, the calculation is very
simple, and the training convergence speed is much
faster than the former.
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Notably, in order to further accelerate the conver-
gence and improve the model accuracy, the batch nor-
malization (BN) is applied before the ReLU function,
given by [19–21]

µB ←
1
m

m∑
i=1

xi ,

σ2
B ←

1
m

m∑
i=1

(xi − µB)2 ,

x̂i ←
xi − µB√
σ2
B + ϵ

,

yi ← γx̂i + β,

(3)

where x is the input feature, y is the output of
BN, and ϵ is a slight noise. Notations γ and β are
learnable parameters [22, 23]. Moreover, pooling layers
are followed and used to downsample the feature
map. The architecture of used network architecture is
composed of a sequence of convolutional layers, pooling
layers as well the full connected networks are followed
the last layers to output prediction. The softmax
function is used to map the output into probabilistic
representation [24],

Pr (i) = Softmax(z(i)) =
ez

(i)∑n
j=0 e

z(j)
. (4)

The whole network architecture is shown in Table. 2.

2.3. Training strategies
For data classification in the knowledge management
based power system,we use the cross entropy based
loss function to evaluate the distance between the
prediction and label, given by [25, 26]

Loss =
1
N

N∑
i=0

(
−

n∑
c=1

yi,c log pi,c

)
. (5)

We adapt the Adam optimizer to update the weights,
and the cosine annealing learning rate is applied in this
paper, given by [27, 28]

γt = γmin +
1
2

(γmax − γmin)
(
1 + cos

( t − Tw
T − Tw

π
))
, (6)

where γt is the learning rate at the t-th round, and Tw
and T are the number of warm up epochs and total
epochs, respectively. In this paper, Tw and T are set to 5
and 50, respectively.

3. Experiment

Table 1. Comparison of test accuracy for the knowledge
management based power system.

Baseline BN BN+Ag

Test Accuracy 72.48 77.68 78.92

Table 2. Comparison of test accuracy of several network
architectures for the knowledge management based power system.

FLOPs Param ACC

2-MLP 3.15M 3150K 63.06
3-MLP 3.67M 3670K 63.75
2-CNN 1.68M 17.50K 76.50
3-CNN 1.97M 27.17K 78.92
4-CNN 2.27M 100K 76.64

3.1. Dataset
For the knowledge management based power system,
a total of 10028 samples are collected and divided into
training set, validation set and test dataset. The training
set in the knowledge management based power system
is used to train the deep model, and the model with
the best performance in the validation set is used to
evaluate in the test dataset. It is worth noting that
samples of the test and validation sets do not overlap
with the training set.

3.2. Numerical results
Fig 3. illustrate the accuracy versus training epoch
for the knowledge management based power system,
where the red curve is the result of using BN technology,
and the black curve represents the result without BN.
We can find from the figure that the curve with BN
technology increases rapidly, and shows the stability in
the training processing. In contrast, the curve without
BN has obvious jitter in the training process and is
difficult to converge. This is because that if batch
normalization is not used, the trained data distribution
of each layer is different, and the network needs more
overhead to learn the new distribution, which makes
the network model more complicated and slow down
the convergence.

Table. 1 shows the test accuracy of three methods
for the knowledge management based power system,
where we refer the CNN without using BN to “baseline",
“BN" denotes the CNN with BN technology and
“BN+Ag" means that both BN and data augment are
used. From the table, we can find that “BN+Ag"
achieves a better accuracy gain of 1.24% and 6.44%
compared to “BN" and baseline, respectively. These
results indicate that the effectiveness of adding BN and
data augment in the training processing.
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Figure 2. Network architecture for the knowledge management based power system.
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Figure 3. Accuracy on validation set versus training epoch for
the knowledge management based power system.

Table. 2 compares the performance and complexities
of several network architectures including multilayer
perception (MLP) and CNN with different depths,
for the knowledge management based power system.
Specifically, the MLP is set to 2 and 3 layer, and we
also test the CNN with 2, 3, and 4 layers. From the
table, we can find that the CNN architectures show
the superiority over the MLP model, with accuracy
gain up to 25%. In addition, the number of floating
point operations (FLOPs) and parameters of CNN
architectures are significantly less than those of MLP.
These indicate that the stacked convolution kernel can
still extract features in rich spatial space and reduce
the number of parameters required for calculation
to reduce the possibility of overfitting. Regarding to
the CNN architectures, we can find that the model
complexity increases with the model depth. However,
the accuracy does not increase with model depth. In
particular, the 3-layer CNN achieves the best accuracy.
This is because that the 2-layer CNN lacks of adequate
receptive field, and can not extract enough non-local
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Figure 4. Accuracy on validation set versus training epoch with
several activated functions for the knowledge management based
power system.

Table 3. Accuracy on the test dataset versus training epoch with
several activated functions for the knowledge management based
power system.

Sigmoid Tanh ReLU

Test Accuracy 75.78 77.98 78.92

features. In addition, the 3-CNN is enough for the
task, and increasing an additional layer will cause the
occurrence of overfitting.

Fig. 4 shows the accuracy on validation set versus
the training epoch of three activated functions for the
knowledge management based power system. We can
find that the three activated function can work suc-
cessfully in the training processing. However, the ReLU
can reach the highest accuracy performance, which
demonstrates its ability of non-linear transformation.
The same situation can be found in Table. 3, where
the test dataset is used. In particular, the model with
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ReLU function achieves the accuracy gain of 3% and
1%, compared to that of sigmoid and tanh, respectively.

4. Conclusions
With the rapid development of information technology,
the power system had been developed and applied
rapidly. In the power system, fault detection was very
important and was one of the key means to ensure
the system operation. How to effectively improve the
ability of fault detection was the most important issue
in the research of power system. Traditional fault
detection mainly relied on manual daily inspection,
and the power must be cut off during maintenance,
which affected the normal operation of the power
grid. In case of emergency, the equipment could not
be powered off, which may lead to missed test and
bury potential safety hazards. To solve these issues,
in this paper, we studied the knowledge management
based power system by employing the deep learning
technique. Specifically, we firstly introduced the data
augmentation in the knowledge management based
power system and the associated activated functions.
We then developed the deep network architecture to
extract the local spatial features among the data of
the knowledge management based power system. We
further provided several training strategies for the
data classification in the knowledge management based
power system, where the cross entropy based loss
function was used. Finally, some experimental results
were demonstrated to show the effectiveness of the
proposed studies for the knowledge management based
power system.
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