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Abstract

The development of information technology has changed the mode of communication of social information,
and this change has put forward new requirements on the contents, methods and even objects of information
science research. Knowledge service in the information service process can extract knowledge and information
content from various explicit and implicit knowledge resources according to people’s needs, build knowledge
networks, and provide knowledge content or solutions for users’ problems. Hence, it is very important to
investigate how to analyze and design the advanced standard knowledge service system based on deep
learning. To this end, we firstly introduce the typical deep learning networks of convolutional neural network
(CNN) for the knowledge service system, and then employ the CNN to implement the knowledge classification
based on deep learning. Finally, some simulation results on the knowledge service system are presented to
validate the proposed studies in this paper.
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1. Introduction
The development of information technology has
changed the mode of communication of social infor-
mation [1–3], and this change has put forward new
requirements on the contents, methods and even objects
of information science research [4, 5]. In terms of
the specific forms of information, the diversified dig-
ital information resources have enriched the research
objects of information science [6, 7]. Information
research is no longer limited to academic literature.
Information carriers such as web pages, books, patents,
archives, and standard documents have begun to attract
the attention from information researchers. Consider-
ing the perspective of information chain or basic con-
cepts of information science, the object of information
science research goes from information level to knowl-
edge level. How to realize the orderly organization of
knowledge in various information carriers and provide
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effective knowledge services has become an important
frontier of information science research.

As an important information source and knowledge
carrier, the production, organization and utilization
of standard knowledge in the digital network envi-
ronment are also facing the problem of developing
towards knowledge service. However, the current stan-
dard document service systems are mostly at the doc-
ument granularity, which can not meet the knowledge
needs of users. Based on the above considerations, it
is important to combine optical character recognition,
natural language processing, information visualization,
information retrieval and other technologies to build a
knowledge level oriented standard document informa-
tion service system, which provides users with stan-
dard knowledge services such as knowledge extrac-
tion, knowledge map, and knowledge search [8–10]. To
a certain extent, it improves the quality of standard
knowledge information services and improves the user
experience.
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Generally speaking, the current standard knowledge
service system still stays at the level of document
retrieval based on keywords. The processing granular-
ity of standard documents is relatively coarse, which
fails to penetrate into the semantic knowledge units
within standard documents and ignores the relation-
ship between the standard document knowledge units.
Therefore, it is urgent to conduct semantic organization
and knowledge extraction on the standard knowledge
content, and transform from the document service sys-
tem to the knowledge service system. In this paper, we
focus on using the deep learning model to mining the
knowledge to construct the knowledge service system
which can provide people with the recognition service
of this knowledge.

2. System model of deep learning for standard
knowledge service system
The method based on deep neural network model
has been widely used in computer vision tasks,
and has played a great role in the development
of artificial intelligence [11–13]. Considering the
excellent performance of deep network, it can be
effectively used in the the construction of the standard
knowledge service system. In this section, the deep
learning model for the analysis and design of standard
knowledgeservice system will be introduced and the
network architecture is shown in Fig. 1. In this figure,
we use the convolutional neural network (CNN) as the
feature extractor to extract the knowledge from the
data. CNN is a kind of feedforward neural networks
which contains convolution calculation and has a deep
structure [14]. It is one of the representative algorithms
of deep learning. CNN has the ability of representation
learning and can perform shift invariant classification
of input information according to its hierarchical
structure. Therefore, it is also called shift invariant
artificial neural network. The CNN is constructed by
imitating the visual perception mechanism of biology
and can conduct supervised learning and unsupervised
learning [15, 16]. The sharing of convolution kernel
parameters in the hidden layer and the sparsity of
inter layer connections enable the convolutional neural
network to learn grid like topology features, such as
pixels and audio stable effect and no additional feature
engineering requirements for data.

Let I ∈ RN×H×W×C be the input data for a certain
layer of the CNN, and the output feature map from the
convolutional layer can be obtained as [17, 18]

F = I ∗ K, (1)

F(m, n) =
∑
i

∑
j

I(m − i, n − j)K(m, n), (2)

where K represents the convolutional kernel of
the neural network, m and n represent the spatial

coordination (m, n) of the input feature map, i and
j range in the local area of (m, n) that relate to the
size of convolution kernel K . The visualization of the
convolution for a local area of the data is shown in Fig.
2. The feature representation generated by convolution
of each local region is closely related to the selection
of convolution kernel. For a given convolution kernel,
one type of feature representation can be obtained,
while different values of convolution kernels produce
different local feature representations.

To ensure that the neural network can fit complex
non-linear functions, the activation function needs to
be added after convolution. The function of activation
function is to map data features from one feature space
to another through nonlinear transformation, so as to
construct robust feature expression, which is suitable
for dealing with complex visual analysis problems.
There are so many activation functions that have been
used in the deep neural network, and some of them are
expressed as [19, 20]

f (x) =
1

1 + e−x
, (3)

tanh(x) =
1 − e−2x

1 + e−2x . (4)

Among the existing activation functions, there is a
most widely used activation function, named as linear
rectification function (ReLu), and it can be expressed as
[21–23]

f (x) = max(0, x). (5)

It can be seen from the above formula that when the
input takes a negative value, the function output is 0,
and when the input takes a positive value, the output
is the same as the input. The derivative of the ReLu
activation function is as [24–26]

f
′
(x) =

{
0, x < 0,

1, x ≥ 0.
(6)

It can be seen from the above formula that when
deriving the ReLu activation function, the results are
0 or 1. The visualization of ReLu and its derivatives
is shown in Fig. 3. In the interval [0,+∞], since the
derivative of ReLu is 1, the error attenuation will not be
caused by multiplying the derivative of the activation
function during the back propagation of the network
training, which alleviates the disappearance of the
gradient and enables the network training to converge
more stably and efficiently. Therefore, in this system
model, ReLu is chosen. And the feature extraction of the
model for one layer can be expressed as [27, 28]

y = MaxP (ReLU (Cov(I ;W, b))), (7)

where MaxP represents the max pooling operator, Cov
represents the convolution operator, W is the parameter
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Figure 1. Deep learning model for the analysis and design of standard knowledge service system.
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Figure 2. Visual schematic diagram of local area convolution operation in depth network for the standard knowledge service system.
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Figure 3. ReLu activation function and the derivatives for deep learning in the standard knowledge service system.

of the convolutional kernel, and b is the bias. After
extracting the features by the convolutional layers, two
linear layers are used to integrate the features and
classify them into different types of knowledge. It can

be expressed as

p = σ (fc(Y )), (8)

where Y represents the output from the last convolu-
tional layer of the network, p is the output probability
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for the standard knowledge, and σ represents the linear
classification layer that is expressed as [29, 30]

sof tmax(xi) =
exi∑C
j=1 e

xj
. (9)

The objective function of the network model is defined
as

L = − 1
N

N∑
i=1

C∑
j=1

lij log(pij ), (10)

where N is the number of sample, C is the number
of standard knowledge, lij is the one-hot encode of
the true label of the data that represents the ith
sample belongs to the jth standard knowledge. pij is
the predicted value of the output of the deep neural
network, indicating the probability value of predicting
the ith sample as the jth type of standard knowledge.

3. Results and Analysis
In this section, we will make some experiment to
validate the effectiveness of the deep learning method
for the analysis and design of standard knowledge
service system.

3.1. Data illustration
As to the standard knowledge, 10, 000 samples are
collected in this work and they are divided into training
set, validation set and test set according to the ratio
of 3 : 1 : 1. The training set is used to train the deep
neural network, the validation set is used to adjust the
hyperparameters of the network so that the network can
obtain a better performance. The test set is used to test
the model and verify the generalization and validity of
the model.

3.2. Experimental results and analysis
In this work, the codes are implementedbased on
Python 3.6.4 and Tensorflow 1.9.0 with GeForce RTX
2080 11GB for acceleration. The parameters of the
networks are initialized by Xavier. In this section, the
metrics of Precision, F1-score, and Accuracy (Acc) were
used to measure the performance of the neural network,
and the calculation of them are expressed as:

P recision =
T P

T P + FP
, (11)

F1 − score =
2P recision ∗ Recal
P recision + Recal

, (12)

Acc =
T P + TN

N
, (13)

with

Recal =
T P

T P + FN
, (14)

where T P is the number of samples that correctly
predicted positive classes, TN represents the number of
samples that correctly predicted negative classes, N is
the number of the samples, FN is the number of positive
cases that are classified into negative cases, and FP is
the number of samples with negative class errors falling
into positive classes. Considering that the initial form
is used for two classification tasks, we used the macro-
average method to extend them to multi classification
tasks.

Considering the limitation of the collected dataset,
we design a simple network to deal with the
problem of analysis and design of standard knowledge
service system. According to practical conditions,
we conducted experimental comparison on different
simple neural networks, and the experimental results
are shown in Table. 1. In this tabel, the method Two-
MLP uses the network that has two full-connected
layers and the method Three-MLP means a neural
network that has three full-connected layers. In
addition, the method Two-Conv uses a neural network
that has two convolutional layers and two full-
connected layers. The method One-Conv uses a neural
network model that has one convolutional layer and
two full-connected layers. From this table, we can see
that the Two-MLP and Three-MLP methods achieve
the similar performance, where the evaluation metrics
are closed to each other correspondingly. Moreover,
when using the Two-Conv, it can slightly improve
the classification performance of standard knowledge.
Additionally, the method One-Conv achieves a better
performance improvement than Two-Conv method,
including 1.98%, 1.94%, and 1.87% in Precision, F1-
score, and Acc metrics, respectively. It means that
exploiting more convolutional layers will degrade
the classification performance of standard knowledge.
Hence, we choose the method One-Conv to analysis and
design the standard knowledge service system.

The figures from Fig. 4 to Fig. 7 shows the train
process of the method One-Conv. In Fig. 4, it shows
that the train loss goes down as the epoch goes up.
When the epoch larger than 10, the rate of decline
of the train loss decreases rapidly, and even changes
little at last. Moreover, in Fig. 4, it shows that the
accuracy of the train data goes up as epoch goes up.
It means that the One-Conv model can efficiently fit
the train data. In order to validate the effectiveness of
the parameters of the model, the validation data are
tested by this model during the training process, and
the tested results are shown in Fig. 6 and 7. These two
figures show that they have the same change trend with
the train data, and it means that with the using of the
validation data, a model with suitable parameters have
been trained. Tabel 2 shows the validation results of
the model. Compared with the test results in Tabel 1,
they have the similar results among the three evaluation
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Table 1. Numerical results of the deep model with different structures for the standard knowledge service system.

Methods Precision F1-score Acc
Two-MLP 0.8961 0.8958 0.8984

Three-MLP 0.8990 0.8978 0.8997
Two-Conv 0.9093 0.9086 0.9105
One-Conv 0.9291 0.9280 0.9292
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Figure 4. Train accuracy of the deep neural network model for the analysis and design of standard knowledge service system.
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Figure 5. Train accuracy of the deep neural network model for the analysis and design of standard knowledge service system.

metrics. It means that the model can efficiently fit the
test data without overfitting for the train data.

4. Conclusions

In this paper, we exploited the deep neural network
model to analyze and design the standard knowledge
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Figure 6. Validation loss of the deep neural network model for the analysis and design of standard knowledge service system.
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Figure 7. Validation accuracy of the deep neural network model for the analysis and design of standard knowledge service system.

Table 2. Validation numerical results for the selected model in the standard knowledge system.

Methods Precision F1-score Acc
One-Conv 0.9303 0.9290 0.9306

service system. To overcome the limitations of the
collected dataset, the shallow network model was
applied in this paper. For small data sets, the usage
of shallow structural model could effectively reduce
the complexity of the model and the risk of model
overfitting. In order to effectively classify the standard

knowledge, numerical labels were exploited to label
different types of knowledge. The experimental results
showed that the model could efficiently classify the
standard knowledge into different types and avoid
overfitting, by using the CNN model.
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