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Abstract

INTRODUCTION: An intent classification is a challenged task in Natural Language Processing (NLP) as we are asking the machine to understand our language by categorizing the users’ requests. As a result, the intent classification plays an essential role in having a chatbot conversation that understand students’ requests.

OBJECTIVES: In this study, we developed a novel chatbot called “HSchatbot” for predicting the intent classifications from high school students’ enquiries. Evidently, students in high schools are the most concerned among all students about their future; thus, in this stage they need an instant support in order to prepare them to take the right decision for their career choice.

METHODS: The authors in this study used the Multinomial Naive-Bayes and Random Forest classifiers for predicting the students’ enquiries, which in turn improved the performance of the classifiers by using the feature’s extractions.

RESULTS: The results show that the random forest classifier performed better than Multinomial Naive-Bayes since the performance of this model is checked by using different metrics like accuracy, precision, recall and F1 score. Moreover, all showed high accuracy scores exceeding 90% in all metrics. However, the accuracy of Multinomial Naive-Bayes classifier performed much better when using CountVectorizers compared to using the TF-IDF.

CONCLUSION: In the future work, the results will be analysed and investigated in order to figure out the main factors that affect the performance of Multinomial Naive-Bayes classifier, as well as evaluating the model with using a large corpus of students’ questions and enquiries.
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1. Introduction

Nowadays, students from different stages in schools enjoy using different digital communication channels during their education as it can increase their learning experiences. For instance, some schools use emails, Google Classroom, Seesaw, ClassDojo, Zoom, video calls and other digital platforms. However, in this era of time, technology is rapidly improving and becoming exceedingly fast paced, hence, schools and colleges should deploy the latest technology in order to empower students to utilize it. Apparently, chatbot is considered as one of the most advanced technologies that can communicate and interact between machines and humans and it has recently been applied in both secondary education and higher education in many aspects, for instance, some universities use a chatbot and AI for answering the students’ questions that are related to particular courses [1]. Indeed, high school is one of the most crucial stages in students’ lives, as in this stage they can shape their future career with their passions and interests. Thus, it could be a stressful time for students especially when they have concerns about their standardised exams, college majors, universities and vocational streams [2]. Unsurprisingly, schools’ advisers and counsellors are the main source of higher education and career information for both students and their families.
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High schools, also known as, secondary schools are the most important stage in a student’s life as it takes part in shaping their careers, and it starts from grade 9 to grade 12. These four stages of school in the U.S. are called (Freshman, Sophomore, Junior, Senior).

Indeed, students in this stage need an instant support from their schools, but not all schools have enough advisers to all students. Besides, advisors and coordinators at schools are also benefited of using the chatbot by avoiding the repetitive questions and answers [1]. Therefore, in this paper a novel chatbot will be developed to be an effective and affordable virtual academic adviser to assist students in high schools by classifying their enquiries and questions to unique labels and categories. This technique is called an intent classification and it will be used mainly as high schools’ conversational assistant, despite the fact that this stage is the most important stage in students’ life, the target audience in most studies are students in universities and colleges. Hence, integrating this technology in educational platforms and applications would be benefited the high school students.

### 1.1. Intent Classification

Intent classification is one of the biggest challenges of using Natural Language Processing (NLP), as we are asking the machines to understand languages [4] by categorizing users’ request/queries based on their intentions. As a result, the intent classification plays an essential role in having a chatbot conversation. In this study, we are asking the chatbot to understand students’ request by categorizing their requests to auto labels based on their goals such as Scholarship, HS Curriculum, Study Majors, etc.

### 2. Related Work

#### 2.1. Chatbot for Intent Classification

Many researchers are inspired to study the chatbots as a conversational assistants and for classifying the intent of users’ input. For instance, Henfy et al. [5] conducted a study for developing an intent classifier of chat messages that were used in communicating between the teams of software developers. Additionally, Schuurmans & F. Frasincar [6] used several Machine Language algorithms for improving the intent classification of dialogue utterances. Furthermore, Pérez-Vera et al. [7] developed a chatbot classifier to answer to the users’ FAQ by using 5000 tweets from the twitter’s account of one of the electricity’s companies as it can enhance their services, accordingly increasing the customers’ satisfaction. In fact, researchers have developed chatbots for assisting users in different purposes, such as responding to different enquiries about information security [8], or assisting patients in health care services [9] and others.

However, in the next section, the authors focus on chatbots that are applied into educational institutions, particularly in high schools and universities.

### 2.2. Chatbot for Education

Most researchers in educational fields developed chatbots to learn subjects such as languages, and sciences. Sarosa et al. [10] integrated a chatbot into Facebook for helping students to learn English in Telkom Vocational High School Malang. However, another chatbot called “Ellie” was developed by other researchers to motivate students in Korean classes to learn English by having a chatbot as an English conversation partner, which resulted in a positive impact in encouraging students to engage in conversation [11]. In addition to that, another chatbot was designed to improve the learning of Spanish at the National University of Distance Education in Spain, as well other chatbots for learning Chinese [12, 13]. Nevertheless, some studies highlighted the advantages of learning independently by using the chatbot compared to face-to-face school interactions [14, 15, 16].

#### 2.2.1 Chatbot for Advising Students

School advisers and counsellors are the main resources of universities and career information for both students and their families [3]. The high school or secondary school are the most important stage in students’ life in shaping their careers. According to American School Counsellors Association, the main task of Academic counsellors is helping students to succeed and assisting them to plan their career effectively [17]. In addition to the important role of academic advisors in high schools, simultaneously, a few researchers have developed a chatbot for guiding and advising students toward their future careers. In fact, most public and private high schools around the world have academic counsellors or academic advisors, and this position can be exhibited in different names such as academic adviser, student adviser, academic counsellor, career adviser, etc. Moreover, it is agreed that they have a crucial role in assisting students to get admitted into the right majors and colleges that can fit their interests and personalities [3] and accordingly it can influence students’ success at colleges and universities, as studies show that students with more academic readiness during their high schools show higher persistence rate at universities [18]. Furthermore, some universities accept students for “undecided majors” particularly for students who are still not sure about their future careers, and academic advisors can work closely with them to help them select their interested majors. Sanata et al. [1] proposed a chatbot called S.A.N.D.R.A to assist new students from a Brazilian Public University to enquire for any courses by classifying their questions intentions, as well as to answer the most FAQ that students might need during their freshmen year. Moreover, Zahour et al. [2] used a DialogueFlow tool for developing a chatbot for guiding the undergraduate and graduate students to enter the job market by applying the
John Holland theory for determining the dominant type of personality. Similarly, Abbas et al. [19] established a chat platform for encouraging the online engagement between students during the academic year 2021/2022 at the University of Leeds, and the results show a positive impact in students’ reactions, as freshman students are more comfortable asking questions due to needing more guidance during the first year. In addition, some colleges adopted a chatbot for relieving stress and improving the student life by using a chatbot counselling system, which can provide different psychological services through Q&A system [20]. Yet, most researchers focused on chatbots for assisting freshman students at colleges, even though many students need to decide their majors in grade 11 and 12 and they should be aware of standardised exams as well as universities earlier. Moreover, some international scholarships required students to declare their majors before applying to the scholarship as these agencies sponsor students based on their interested majors, for example, STEM majors might be accepted for one scholarship and other majors might not be. Hence, this proposed project will focus on providing a chatbot for classifying and labelling the intention of high school (HS) students’ enquiries. This proposed chatbot will be called a “HSchatbot” and it will receive different questions from different HS students, for instance, it could be enquiries about scholarships, university requirements, majors, curriculums, studying in the UK, or in the US, and etc. Then the HSchatbot will classify the intention of their requests based on words that are used in their questions, and as a result this chatbot will extract the right meaning from different enquiries. This HSchatbot will be an intent classifier for processing the students’ inputs by selecting the most accurate model. In this study different ML algorithms will be executed by using particular features as selection techniques in order to improve the accuracy of the classifier. Figure 1 shows the general framework of HSchatbot, and figure 2 shows the diagram of processing the intent classifier in the HSchatbot.

### Table 1. The intent classification of the dataset.

<table>
<thead>
<tr>
<th>Ser.</th>
<th>Label/ Intent classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Scholarship</td>
</tr>
<tr>
<td>1</td>
<td>HS_Curriculum</td>
</tr>
<tr>
<td>2</td>
<td>Study_Majors</td>
</tr>
<tr>
<td>3</td>
<td>Study_UAE_Univ</td>
</tr>
<tr>
<td>4</td>
<td>Study_UK_Univ</td>
</tr>
<tr>
<td>5</td>
<td>Study_USA_Univ</td>
</tr>
<tr>
<td>6</td>
<td>Univ_Ranking</td>
</tr>
</tbody>
</table>

---

**Figure 1.** The Framework of the HSchatbot intent classifier

**Figure 2.** The diagram of processing the HSchatbot intent classifier

### 3 Experiment and Development

#### 3.1. Enquiries Dataset

The dataset in this study is collected from different academic advisors in schools as well as from different enquiries in academic institutions’, where 505 enquiries were collected based on advisors’ experiences and others were collected from universities’ websites. The data are labeled manually based on the subject of each question as shown in table 1.
The dataset is classified based on the categories (tags), and these tags are assigned to the different enquires. As shown in figure 3 the “Study Majors” and “Study_USA_Univ” tags are mapped to the most of students’ questions.

3.2. Preprocessing

Pre-processing is an essential step for any application of Natural Language Processing System (NLP) since all elements in the texts are necessary to be inspected and analyzed through the entire stages of the text processing [21], the purpose of this task is making the text more readable for machine learning algorithms. The main pre-processing functions are tokenization, lower casing, stop words removal and lemmatization.

3.3. Features Extraction

The Features Extraction for retrieving information quantifies the features by converting the data from unstructured text to structural data which computers and machine language can identify and process effectively [22]. The authors in this article used the features extraction techniques of CountVectorizer & TfidfTransformer in order to improve the performance of the classifier.

Figure 3. The classification of the dataset.

3.3.1 CountVectorizer

It is a Scikit-learn package for tokenizing the texts (breaking down a sentence/question) into tokens and selecting the words (features) that occur most frequently. In other words, the CountVectorizer is calculating the FT or the Bag of Words (BoW), simultaneously, it could enhance the performance of this function by including it with the ngram_range argument option which can expand the words from single words to more than one word phrases, figure 4 & figure 5 show the shape of the vector before and after using the pre-processing functions. Figure 4 shows the sparse matrix with 1195 words (features) before applying the pre-processing functions.

Figure 4. The shape of the vector before applying the pre-processing functions.

On the other hand, figure 2 shows 951 words only as several pre-processing techniques have been applied into the 505 sentences (students’ enquires) such as lower casing, stop words removal and lemmatization.

Figure 5. The shape of the vector after applying the pre-processing functions

As a result, a matrix of the pre-processed data is created by transforming each question/enquiry into scalar vectors, and each word in the sentence defines as a column in the below matrix and each question or enquiry is shown as an arrow in the matrix as represented in table 2. Moreover, all words are encoded with unique numbers which can be understood by machine language. Figure 6, shows the code that is used in encoding the words into numbers.
Table 2. An explanation matrix of the results of CountVectorizer.

<table>
<thead>
<tr>
<th>All Features(Vocabs)</th>
<th>Id</th>
<th>get</th>
<th>uk</th>
<th>6</th>
<th>…..</th>
<th>951</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>406</td>
<td>360</td>
<td>842</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>……</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question 505</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. The Python code of vectorising the texts

```python
# Printing the identified unique words along with their indices
print("vocabulary": { word: tfidf for word, tfidf in sorted(vocabulary.items(), key=lambda item: item[1], reverse=True) })

# Encode the Document
word_count_vectorizer = CountVectorizer()  
encoded_document = word_count_vectorizer.fit_transform(["encoded_document"])

# Summarize the encoded documents
print("Encoded Document is:", encoded_document.todense())
```

Figure 7. The Python results of CountVectorizer after encoding and counting the words (Sparse Matrix).

3.3.2 TfidfTransformer

This function is used for weighing the tokens (words) that occur in the majority of documents (questions and enquiries) in order to weigh again the count of features for all sentences, which in turn reduces the impact of more frequent words with the less valuable words, enhancing the impact of infrequent and more valuable words [23]. That is the reason that TfidfTransformer returns a float number, compared to CountVectorizer which returns an integer number due to only counting the number of times that word comes into the document. Consequently, this function is very effective since it’s not focusing only on the frequencies of the words, but it rather focuses on the importance of each particular word.

In fact, this function is calculated by using both the (Term Frequency) TF and (Inverse Document Frequency) IDF. The TF calculates the number of times that a particular feature (word) is repeated in the enquiry/question, as it indicates the importance of this particular word in this particular question (sentence), so if more words were repeated in the same sentence, it indicates the importance of this word. In contrast, the IDF calculates the number of enquiries (sentences) that have this particular word, and IDF will exhibit a lower number if more enquiries and questions have this feature. However, by multiplying (TF*IDF) the results with high scores will indicate the most significant words in the entire sentences.

3.4. Machine Learning Algorithms

3.4.1. Multinomial Naive-Bayes

Naive Bayes (NB) is one of the probabilistic algorithms that depends on the probability theory and Bayes’ Theorem to predict the tag/label of the sentence and it calculates the probability of each feature based on previous knowledge of data that are related to this particular feature. NB assumes that all features are independent and equally important, which could sometimes cause a poor performance due to it being an unrealistic assumption. One can improve the performance and reduce the impact of this assumption by using the feature extraction and selection [24].

In this study, the authors use the Multinomial Naive-Bayes, since there are multiple features and each feature represents word count (frequency) and as a result, this kind of algorithm will work very well with these discrete features.

Afterward, the feature vectors that are received from TfidfTransformer will arrive as input to the Multinomial Naive-Bayes classifier.

3.4.2. Random Forest Classifier

The RF is a collection of decision trees, and each decision tree is comprised of sampling data from the training set, and it combines the output of various decision trees in order to reach the particular result. [25].

Random Forest is considered one of the most accurate classification algorithms, as the performance metric for the
classification accuracy is high compared to other classifiers [26].

3.5 Testing the Classifier Model

The testing phase is very important to validate the model. The unseen data from students’ enquiries (without labels) were tested in Multinomial Naive Bayes and the Random Forest classifiers and both were measured by executing the testing metrics: Precision, Recall and F score. Moreover, the author used feature techniques such as CountVectorizers & TF-IDF in order to enhance the performance of this model.

4 Results and Discussion

Multinomial Naive-Bayes and Random Forest classifiers are used in this study for finding the best classification of students’ intention based on their enquiries’ content. Students’ questions can vary between high schools’ curriculum to the majors and universities in particular countries. However, while collecting the data, the students are asked to mention the country in their university’s enquiry. Moreover, the countries that are mainly in the corpus are the US, UK and UAE. Nonetheless, the authors used some of the feature extraction techniques such as the CountVectorizers & TF-IDF.

4.2 The performance with CountVectorizers

While using the CountVectorizers, the model of Random Forest Classifier is shown to be more accurate than the Multinomial Naive-Bayes classifier as the Accuracy score reached (91%) compared to (88%) in Multinomial Naive-Bayes, as shown in table 3 and figure 8.

Table 3. The performance of the model with using CountVectorizers.

<table>
<thead>
<tr>
<th>Classifier with CountVectorizers</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial Naive-Bayes</td>
<td>86%</td>
<td>85%</td>
<td>89%</td>
<td>86%</td>
</tr>
<tr>
<td>Random Forest Classifier</td>
<td>90%</td>
<td>91%</td>
<td>90%</td>
<td>89%</td>
</tr>
</tbody>
</table>

Figure 8. The performance metrics of using the CountVectorizers feature in our study.

4.2 The performance with TF-IDF

The results after using the TF-IDF feature also show that Random Forest Classifier is more accurate than Multinomial Naive-Bayes classifier as shown in table 4 and figure 9.

Table 4. The performance of the model with TF-IDF

<table>
<thead>
<tr>
<th>Classifier with TF-IDF</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial Naive-Bayes</td>
<td>86%</td>
<td>85%</td>
<td>88%</td>
<td>86%</td>
</tr>
<tr>
<td>Random Forest Classifier</td>
<td>92%</td>
<td>93%</td>
<td>92%</td>
<td>92%</td>
</tr>
</tbody>
</table>

Figure 9. The performance metrics with the TF-IDF.

Interestingly, the performance of Multinomial Naive-Bayes was much better while using the CountVectorizers compared with using the TF-IDF as shown in table 5. For
Table 5. The performance of the metrics before and after using the feature selection (TF-IDF)

<table>
<thead>
<tr>
<th>Classier Name</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial Naive-Bayes</td>
<td>TF-IDF</td>
<td>83%</td>
<td>81%</td>
<td>83%</td>
</tr>
<tr>
<td></td>
<td>Count Vectorizers (TF)</td>
<td>86%</td>
<td>85%</td>
<td>88%</td>
</tr>
<tr>
<td>Random Forest Classifier</td>
<td>TF-IDF</td>
<td>92%</td>
<td>93%</td>
<td>92%</td>
</tr>
<tr>
<td></td>
<td>Count Vectorizers (TF)</td>
<td>90%</td>
<td>91%</td>
<td>90%</td>
</tr>
</tbody>
</table>

For more clarification, the performance in both classifiers are compared separately in figure 10 and figure 11.

More investigations and studies should be done in order to clarify and understand the factors behind these results. For example, it could be due to the limited size of the corpus. Another reason could be repetition of several terms in students’ enquiries as we asked the students to mention the country of the university i.e. UAE, UK, and USA, so these words could be repeated in most of their enquiries and the results of the CountVectorizer depends on the frequency of the terms in the corpus, therefore the results might be impacted differently.

5 Conclusions and Future Work

Senior students at high schools have higher stress levels regarding their future compared to other students, particularly in selecting the right majors and universities that fit with their interests. Therefore, these concerned students need answers to their enquiries effectively. In this study a HSchatbot is developed in order to provide students with 24/7 support services. This chatbot can understand their questions by categorizing their enquiries' intention to the proper classification. Moreover, in this study the authors used the Multinomial Naive-Bayes and Random Forest classifiers while using the feature extractions (CountVectorizers and TF-IDF) for improving the performance. However, the performance shows more improvement in using the Random Forest classifiers with all feature techniques as it achieved high scores in all metrics, mainly by using the TF-IDF with (93%) in precision score. On the other hand, the Multinomial Naive-Bayes achieved high score by using the CountVectorizers (TF) compared to TF-IDF, hence why this result needs to be investigated more by selecting a large number of corpora as used with other classifiers. This study will be a resource for researchers who are interested in using ML & AI for classifying the students’ intentions toward their career. In future work, we will have a large corpus of
enquiries without having to ask students to mention the country that are related to their questions, such as “MIT university-in USA” or Cambridge university in UK”, etc. This will be the case to avoid increasing the frequencies of some particular terms. In addition to that, in the future we will extend this study by including deep learning algorithms in order to improve the performance of our model.

Appendix A. Evaluating the performance with CountVectorizer -Python code

A.1. Naïve Bayes Classifier

```python
from sklearn.naive_bayes import MultinomialNB
from sklearn.feature_extraction.text import CountVectorizer

# Fit the CountVectorizer
vectorizer = CountVectorizer()
vectorizer.fit_transform(X_train)

# Fit the model
model = MultinomialNB()
model.fit(vectorizer.transform(X_train), y_train)
```

```python
# Predict test data
Y_pred = model.predict(vectorizer.transform(X_test))
```

A.2. Random Forest Classifier

```python
from sklearn.ensemble import RandomForestClassifier

# Fit the model
model = RandomForestClassifier()
model.fit(vectorizer.transform(X_train), y_train)

# Predict test data
Y_pred = model.predict(vectorizer.transform(X_test))
```

Appendix B. Evaluating the performance with Tfidf features - Python code

B.1. Naïve Bayes Classifier

```python
from sklearn.naive_bayes import MultinomialNB
from sklearn.feature_extraction.text import TfidfVectorizer

# Fit the TfidfVectorizer
vectorizer = TfidfVectorizer()
vectorizer.fit_transform(X_train)

# Fit the model
model = MultinomialNB()
model.fit(vectorizer.transform(X_train), y_train)

# Predict test data
Y_pred = model.predict(vectorizer.transform(X_test))
```

B.2. Random Forest Classifier

```python
from sklearn.ensemble import RandomForestClassifier

# Fit the model
model = RandomForestClassifier()
model.fit(vectorizer.transform(X_train), y_train)

# Predict test data
Y_pred = model.predict(vectorizer.transform(X_test))
```
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