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Abstract 

INTRODUCTION: With the development of technology, telecom fraud is appearing more and more frequently and causing 
more and more harm. 
OBJECTIVES: This paper focused on the detection, identification, and prevention of telecom fraud. 
METHODS: Firstly, the telecom fraud crime was analyzed, the existing legal system was explained, and some suggestions 
on the protection of telecom fraud were proposed at the legal level. Then, the characteristics of telecom fraud users were 
analyzed to point out the differences between fraud users and normal users in terms of call, message, and traffic behavior. 
Finally, the Boosting algorithm was used to detect and identify telecom fraud. 
RESULTS: The experiments found that the boosting algorithm had advantages in the detection and recognition of telecom 
fraud compared with the algorithms such as support vector machine and random forest algorithms. Among several boosting 
algorithms, the CatBoost algorithm performed the best, with an accuracy of 0.9465 and an F1 value of 0.9047. 
CONCLUSION: The results demonstrate the reliability of the CatBoost algorithm in detecting and recognizing telecom 
fraud, and it can be applied in practice. 
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1. Introduction

Under the influence of the rapid development of network 
technology, mobile technology, etc., the probability of 
personal private data being leaked is also increasing, so 
lawbreakers can easily access information and commit 
telecom fraud [1]. Telecom fraud refers to the act in which 
the perpetrator sets up a scam to obtain property through 
the Internet, telephone, and messages [2,3]. Compared with 
traditional fraud, telecom fraud has a higher targeting. 
Criminal methods are complex and constantly changing, 
leading to a higher possibility of victims. There are also 
many shortcomings in the existing criminal legal system 
for regulating telecom fraud, and there is still a possibility 
that telecom fraud will further intensify. The high 
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incidence of telecom fraud causes both personal property 
and mental losses [5] and also seriously affects the 
harmony and stability of society [6]; therefore, the 
detection, identification and prevention of electronic fraud 
is particularly important. With the development of artificial 
intelligence, machine learning and other technologies, 
more and more methods have been applied in the detection 
and identification of telecom fraud [7]. Zamini et al. [8] 
designed a fraud detection method combining autoencoder 
and K-means clustering and found that the method had 98.9% 
accuracy for 284,807 transactions in European banks. Yao 
et al. [9] used trajectory clustering and FP-growth 
algorithm for mining on telecom fraud to find individuals 
with multiple phones and monitored them by analyzing the 
trajectory data. The method provided technical support to 
prevent fraudulent activities. Hou et al. [10] combined 
voice recognition techniques with Gaussian mixture 
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models to determine the identity of the speaker to identify 
telecom frauds. They found through experiments that the 
accuracy of voiceprint recognition reached 72%. Kashir et 
al. [11] used call detail records of normal and fraudulent 
users as input and used neural networks and support vector 
machines (SVM) for classification and found that Bayesian 
regularization had the best performance. Wu et al. [12] 
proposed a method that combines machine learning and 
area algorithms to achieve telecom fraud detection, 
significantly enhancing the accuracy of detection results 
through the integration of common algorithms. Chang et al. 
[13] designed a centrality-oriented deep random walk
method to identify key fraudulent roles in telecom fraud
networks and found that this approach outperformed other
baseline methods. Nawawi et al. [14] conducted an
investigation on actual fraud cases in a telecommunications 
company in Malaysia and found that weak compliance with 
internal controls provided opportunities for fraud to occur.
Tseng et al. [15] developed a graph mining-based
framework for detecting fraudulent calls, conducted
comprehensive experiments on the dataset, and proved the
effectiveness of this method. Amuji et al. [16] developed a
linear classifier to distinguish between genuine users and
fraudulent users, achieving a posterior probability of
0.7368 on a sample of 80 users. They found that the most
important parameters were the number of calls per hour and 
call duration. In order to further improve the efficiency of
detecting and identifying telecom fraud, as well as provide
a more practical and effective method for detection and
identification, this article first conducted a simple analysis
of telecom fraud based on legal systems and proposed some
protective suggestions from a legal perspective. Then, by
analyzing the characteristics of telecom fraud users, it aims
to understand the correlation between different
characteristics and telecom fraud. Then, the detection and
identification of telecom fraud using several Boosting
algorithms were studied. The performance of AdaBoost,
XGBoost, and CatBoost algorithms was compared and
analyzed on real datasets, demonstrating the superiority of
the CatBoost algorithm. This paper provides theoretical
support for a better and faster discovery of telecom fraud
users.

2. Telecom fraud detection and
identification by boosting algorithm

2.1. Telecom fraud crimes 

Telecom fraud refers to a new type of special fraud using 
modern telecommunications, network and other 
technologies, and is not an independent crime in the current 
law, but as a special form of fraud crime. Compared with 
traditional fraud, telecom fraud has the following 
characteristics. 

(1) The social harm is greater. The target of telecom
fraud is not specific and large in scope. Under the influence 
of technological development, the range of victims of 

telecom fraud is increasing, the economic loss is getting 
bigger and bigger. Even many victims make extreme 
choices, which seriously affects the security and stability 
of the society. 

(2) Fraudulent techniques are more professional. There
are many highly technical and intelligent means of telecom 
fraud, using hacking techniques, fake websites, fake 
documents, etc. to gain the trust of victims and transfer 
stolen money through remote operations, electronic 
payments, etc., making it much more difficult to solve the 
case. 

(3) The infringement of legal interests is more serious.
Impersonating public prosecutors and law enforcement 
officers in telecom fraud seriously affects the credibility of 
public officials, and the process of fraud also severely 
threatens information security and financial order. 

2.2. Provisions of the existing legal system 

There is no direct provision for the crime of telecom fraud 
in the Criminal Law of the People's Republic of China. In 
judicial practice, the crime of telecom fraud is generally 
convicted and sentenced as the crime of ordinary fraud; 
however, due to the characteristics of telecom fraud, there 
are shortcomings in the application of charges and 
penalties. 

The Law of the People's Republic of China on the 
Protection of Personal Information regulates the activities 
of handling personal information and increases the 
protection of personal information, thereby combating 
telecom frauds that use personal information illegally. 

The Anti-Telecommunication Network Fraud Law 
(Draft) is submitted for consideration in 2021 [17], which 
proves that the country is legislatively focusing on telecom 
fraud crimes. 

The current deficiencies in the legal system bring higher 
requirements for the detection and identification of telecom 
fraud. Timely and effective telecom fraud detection and 
identification can avoid suffering greater losses. Therefore, 
this paper investigated the monitoring and identification of 
telecom fraud through boosting algorithms. 

2.3. Analysis of the characteristics of 
telecom fraud users 

According to the statistics of telecom operators, the 
following characteristics of telecom fraud users exist. 

(1) The frequency of calls is high. Fraudsters lure users
by casting a wide net and making a large number of calls, 
so they call with high frequency and are predominantly the 
calling party. 

(2) The use of traffic is little. Fraudsters mainly make
phone calls and use far less traffic than normal telecom 
users, and they may not even have traffic services open at 
all. 
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(3) The length of the call is long. Fraudsters will use a
variety of tactics to trick their victims, so it takes a long 
time. 

However, in addition to fraudulent users, the behavior 
of people who are engaged in some occupations, such as 
deliveryman, may also have characteristics similar to those 
of fraudulent users, so a more in-depth analysis of their 
characteristics is needed to further classify fraudulent users 
from normal users. 

At present, telecom fraud is dominated by cell phone 
users, and most of them are individual users; therefore, the 
source of the experimental dataset used in this paper was 
the individual cell phone user data from a telecom company, 
all of which were desensitized, and the dataset contained 
the numbers that have been marked as being belonging to 
fraudsters as well as the numbers of normal users. Then, 
18,567 fraudulent users and 20,124 normal users were 
randomly selected for the experiment. The data from 
January 2022 to August 2022 were selected, including the 
basic data, call data, messages, and Internet access data of 
users. Based on the characteristics of fraudulent users, the 
indicators shown in Table 1 were extracted from the dataset 
for analysis. 

Table 1. Fraudulent user characteristics indicators 

Indicators Description 
Duration of cell 
phone access 

Duration from the time when the 
card was activated to the current 
time when the data are extracted 

Number of cards 
activated 

Number of cards activated by 
users with the same identify 

document 
Average number of 

calls per day 
Average number of calls per day 

from users 
Average calling 
duration per day 

Average time of calling per day 
made by users 

Average number of 
messages sent per 

day 

Average number of messages 
sent per day by users 

Average daily traffic 
used 

Average daily traffic used by 
users 

Average monthly 
consumption 

amount 

Average monthly spending of 
users 

Is the user a 
fraudster? 

1: Yes; 0: No 

Based on the above indicators, the experimental data 
were analyzed to understand the connection between these 
indicators and whether the user was fraudulent or not. First, 
the analysis of the duration of cell phone access and 
whether the user is a fraudster or not is shown in Figure 1. 

Figure 1. Duration of cell phone access and fraud 
analysis 

From Figure 1, it was found that the percentage of 
fraudulent users was significantly higher than that of 
normal users among users who have been accessed to the 
network for less than two months, 9,733 fraudulent users 
have been accessed to the network for less than two months, 
and among users who have been accessed to the network 
for more than six months, the percentage of normal users 
was significantly higher than that of fraudulent users, 
indicating that there was a clear difference between 
fraudulent users and normal users in terms of duration of 
cell phone access. 

The analysis of the number of cards activated and 
whether the user is a fraudster or not is shown in Figure 2. 

Figure 2. Number of cards activated and fraud 
analysis 

From Figure 2, it was found that users who activated one 
phone card were usually normal users, with the number 
reaching 15,698, while among the users who activated 
multiple phone cards, the percentage of fraudulent users 
was high, over 70%, indicating that the more the number 
of cards activated, the higher the possibility of fraudulent 
users. 
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The analysis of users' call, message, and traffic behavior 
and whether the users are fraudsters or not is shown in 
Table 2. 

Table 2. Analysis of user call, SMS and traffic 
behavior and fraud 

Calling behavior Fraudulent 
users 

Normal 
users 

Average 
number of calls 

per day 

0-5
times

0 (0%) 11,023 
(100%) 

6-10
times 

2,880 
(29.80%) 

6,785 
(70.20%) 

More 
than 10 
times 

15,687 
(87.14%) 

2,316 
(12.86%) 

Average calling 
duration per day 

Under 
120 s 

1,017 
(18.73%) 

4,414 
(81.27%) 

121-
1,500 s 

2,865 
(18.46%) 

12,658 
(81.54%) 

More 
than 

1,500 s 

14,685 
(82.79%) 

3,052 
(17.21%) 

Average 
number of 

messages sent 
per day 

0 17,189 
(48.81%) 

18,025 
(51.19%) 

1-5 514 
(20.88%) 

1,948 
(79.12%) 

More 
than 5 

864 
(85.12%) 

151 
(14.88%) 

Average daily 
traffic used 

0 M 14,672 
(79.02%) 

6,785 
(31.62%) 

Under 
100 M 

3,785 
(20.39%) 

6,987 
(64.86%) 

100 M 
or more 

110 
(1.70%) 

6,352 
(98.30%) 

According to Table 2, the percentage of fraudulent users 
reached 87.14% among users with more than ten calls 
every day, while the percentage of normal users was only 
12.86%, indicating that the higher the average number of 
calls per day, the higher the possibility of fraudulent users. 
Among users with an average daily call duration of 1,500 s 
or more, the percentage of fraudulent users reached 82.79%, 
indicating that there was a connection between the average 
daily call duration and fraudulent behavior. Among users 
who sent more than five messages per day, the percentage 
of fraudulent users was significantly higher than that of 
normal users, while among users who used more than 100 
M of traffic every day, the percentage of fraudulent users 
was extremely small, only 1.70%. Overall, users' call, 
message, and traffic behavior were all related to fraudulent 
behavior. 

The analysis of the average monthly consumption 
amount and whether the user is a fraudster is shown in 
Figure 3. 

Figure 3. Average monthly consumption amount 
and fraud analysis 

From Figure 3, it was found that among users with 
average monthly consumption below 50 yuan, the 
percentage of fraudulent users was relatively high, 
accounting for about 70% of the total, while among users 
with average monthly consumption above 200 yuan, the 
number of normal users was obviously higher than the 
number of fraudulent users, and the fraudulent users 
accounted for about 20%, indicating that there was a 
difference between fraudulent users and normal users in 
terms of average monthly consumption amount. 

2.4. Boosting algorithm 

The boosting algorithms are a class of integrated learning 
algorithms [18], which combine multiple models with low 
accuracy to improve the accuracy of classification. The 
detection and identification of telecom fraud can be 
considered as a problem of classifying fraudulent users 
from normal users; therefore, this paper analyzed the 
performance of several boosting algorithms. 

The Adaboost algorithm trains different classifiers with 
the same training set [19]. it is assumed that an input 
sample is {(𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2),⋯ , (𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛)} , 𝑦𝑦𝑖𝑖 ∈ (−1,1) . 

The sample weight is initialized: �
𝑤𝑤1,𝑖𝑖 = 1

2𝑚𝑚
,𝑦𝑦𝑖𝑖 = 1

𝑤𝑤1,𝑖𝑖 = 1
2𝑣𝑣

,𝑦𝑦𝑖𝑖 = −1
, 

where 𝑚𝑚  and 𝑣𝑣  are the number of positive and negative 
samples. Then, the weak classifier is trained to minimize 
error rate 𝜀𝜀𝑡𝑡: 

ℎ(𝑥𝑥, 𝑓𝑓,𝑝𝑝,𝜃𝜃) = �1,𝑝𝑝𝑓𝑓(𝑥𝑥) < 𝜃𝜃
−1, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,  (1) 

𝜀𝜀𝑡𝑡 = ∑ 𝑤𝑤𝑛𝑛
(𝑡𝑡)𝐼𝐼(ℎ𝑡𝑡(𝑥𝑥𝑛𝑛) ≠ 𝑦𝑦𝑛𝑛)𝑘𝑘

𝑖𝑖=1 ,  (2) 

where 𝐼𝐼(ℎ𝑡𝑡(𝑥𝑥𝑛𝑛) ≠ 𝑦𝑦𝑛𝑛) is the indicator function, which 
takes the value of 1 when 𝑦𝑦𝑖𝑖 ≠ 𝑓𝑓(𝑥𝑥𝑖𝑖) and 0 in the other 
cases. 
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The weighted value for every weak classifier is 
calculated: 𝛼𝛼𝑡𝑡 = 1

2
ln �1−𝜀𝜀𝑡𝑡

𝜀𝜀𝑡𝑡
�. The weight of the training set 

is updated according to 𝑤𝑤𝑡𝑡+1,𝑖𝑖 =
�𝑤𝑤𝑡𝑡,𝑖𝑖𝑒𝑒𝑥𝑥𝑝𝑝�−𝛼𝛼𝑡𝑡𝑦𝑦𝑖𝑖𝐺𝐺𝑡𝑡(𝑥𝑥𝑖𝑖)��/𝑧𝑧𝑡𝑡  to obtain the final classifier 
𝐹𝐹(𝑋𝑋) = 𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠(∑ 𝛼𝛼𝑡𝑡ℎ𝑡𝑡(𝑥𝑥)𝑇𝑇

𝑖𝑖=1 ). 
The XGBoost algorithm [20] uses multiple weak 

classifiers to fit the residuals and then accumulates the 
results to obtain the final predicted value. It is expressed by 
the following equation: 

y�i
(t) = ∑ fk(xi)t

k=1 ,  (3) 

where 𝑓𝑓𝑘𝑘(𝑥𝑥𝑖𝑖) is the weak classifier, 𝑘𝑘 is the number of 
iterations, and 𝑦𝑦�𝑖𝑖

(𝑡𝑡)  denotes the predicted value. The
objective function of the XGBoost algorithm consists of 
two components, the loss function and the regular term. It 
is expressed by the following equation: 

𝑜𝑜𝑜𝑜𝑜𝑜 = −1
2
∑

𝐺𝐺𝑗𝑗
2

𝐻𝐻𝑗𝑗+𝜆𝜆
+ 𝛾𝛾𝑇𝑇𝑇𝑇

𝑗𝑗=1 ,  (4) 

where 𝐺𝐺𝑗𝑗 is the sum of the first-order partial derivatives 
of all samples in leaf node 𝑜𝑜: 𝐺𝐺𝑗𝑗 = ∑ 𝑠𝑠𝑖𝑖𝑖𝑖∈𝐼𝐼𝑗𝑗 , 𝐻𝐻𝑗𝑗 is the sum 
of the second-order partial derivatives, 𝐻𝐻𝑗𝑗 = ∑ ℎ𝑖𝑖𝑖𝑖∈𝐼𝐼𝑗𝑗 , 𝜆𝜆 
and 𝛾𝛾 are penalty factors, and 𝑇𝑇 is the number of leaf nodes 
in the tree. 

Similar to the XGBoost algorithm, the CatBoost 
algorithm is an improvement of the gradient boosted 
decision tree (GBDT) [21]. For dataset 
{(𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2),⋯ , (𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛)} , where 𝑥𝑥𝑖𝑖 =
(𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2,⋯ , 𝑥𝑥𝑖𝑖𝑚𝑚), the equation of the CatBoost algorithm 
for the category feature processing is: 

xik =
∑ �xjk=xik�∙Yj
n
j=1
∑ �xjk=xik�n
j=1

.  (5) 

Then, to avoid overfitting, the data set is randomly 
permute. It is assumed that 𝜎𝜎 = (𝜎𝜎1,𝜎𝜎2,⋯ ,𝜎𝜎𝑛𝑛)  is a 
randomly permuted sequence. The sample value of the 
category feature is: 

xσp,k =
∑ �xσjk=xσpk�∙Yσj+α∙P
P−1
j=1

∑ �xσjk=xσpk�+α
P−1
j=1

,  (6) 

where 𝑃𝑃 is the a priori value and 𝛼𝛼 is the weight of the a 
priori value. 

During the computation, the CatBoost algorithm 
generates a symmetric tree of trees, and before each round 
of generating the tree, a randomly permuted sequence is 
reselected to process the category features, thus mining 
richer information; therefore, it has good operational 
efficiency and classification accuracy. 

3. Results and analysis

3.1. Algorithm parameter setting 

The experiment was conducted in the MATLAB 
environment. The algorithm codes were implemented 
using Python. Several boosting algorithms have many 
parameters that need to be set. In order to obtain better 
results in the detection and recognition of telecom fraud, 
this paper used the particle swarm optimization (PSO) 
algorithm [22] to optimize the parameters of the boosting 
algorithm. The population size of the PSO algorithm was 
set as 30, the maximum number of iterations was 30, the 
inertia weight was set as 0.8, and the acceleration factor 
was set as 1.49. The parameter search ranges of several 
boosting algorithms and the final parameters obtained after 
PSO are shown in Tables 3-5. 

Table 3. The parameter settings of the AdaBoost 
algorithm 

Parameter 
search range 

Optimal 
parameter 

learning_rate (0.01,0.3) 0.05 
max_leaf_nodes (5,30) 8 

n_etimators (50,250) 105 
max-features (0.1,0.999) 0.42 
max-depth (5,15) 13 

Table 4. The parameter settings of the XGBoost 
algorithm 

Parameter 
search range 

Optimal 
parameter 

learning_rate (0.01,0.3) 0.16 
max_child_weight (0,20) 18 

n_etimators (10,200) 168 
subsample (0.4,1) 0.65 
max-depth (5,15) 14 

colsample_bytree (0.01,1) 0.75 
gamma (0.001,10) 5.35 

reg_alpha (0,5) 2.33 
reg_lambada (0,5) 4.83 

Table 5. The parameter settings of the CatBoost 
algorithm 

Parameter search 
range 

Optimal 
parameter 

learning_rate (0.11,1) 0.41 
iterations (10,1000) 817 

depth (5,15) 7 
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3.2. Algorithm evaluation indicators 

The effectiveness of the algorithm on telecom fraud 
detection and identification was evaluated based on the 
confusion matrix (Table 6). 

Table 6. Confusion matrix 

True value 
Positive 
category 

Negative 
category 

Predicted 
value 

Positive 
category 

TP FP 

Negative 
category 

TN FN 

In Table 6, TP represents the number of fraudulent users 
correctly predicted as fraudulent; FP represents the number 
of normal users incorrectly predicted as fraudulent; TN 
represents the number of fraudulent users incorrectly 
predicted as normal; FN represents the number of normal 
users correctly predicted as normal. 

(1) Accuracy: the proportion of correctly classified
samples to the total number of samples, 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑦𝑦 =
(𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇)/(𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑃𝑃 + 𝑇𝑇𝑇𝑇) 

(2) Precision: the proportion of true positive samples
among the samples predicted as positive, 𝑃𝑃𝐴𝐴𝑒𝑒𝐴𝐴𝑠𝑠𝑒𝑒𝑠𝑠𝑜𝑜𝑠𝑠 =
𝑇𝑇𝑃𝑃/(𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃) 

(3) Recall rate: the proportion of samples predicted as
positive among all true positive samples, 𝑅𝑅𝑒𝑒𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒 = 𝑇𝑇𝑃𝑃/
(𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑇𝑇) 

(4) F1 value: harmonic mean of precision and recall
rate, 𝐹𝐹1 = (2 × 𝑃𝑃𝐴𝐴𝑒𝑒𝐴𝐴𝑠𝑠𝑒𝑒𝑠𝑠𝑜𝑜𝑠𝑠 × 𝑅𝑅𝑒𝑒𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒)/(𝑃𝑃𝐴𝐴𝑒𝑒𝐴𝐴𝑠𝑠𝑒𝑒𝑠𝑠𝑜𝑜𝑠𝑠 +
𝑅𝑅𝑒𝑒𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒) 

(5) Area under the curve  (AUC) value: The area
under the receiver operator characteristic (ROC) curve 
plotted by taking false positive rate (FPR = FP/(FP + TN)) 
as the horizontal coordinate and true positive rate (TPR =
TP/(TP + FN) ) as the vertical coordinate, which can  
effectively measure the classification performance of 
algorithms in situations where there is an imbalance 
between positive and negative samples. 

3.3. Analysis of results 

The indicators in Table 1 were used as inputs to the 
algorithm for the detection and identification of telecom 
fraud. To demonstrate the effectiveness of the boosting 
algorithm, it was compared with several other algorithms: 

(1) Support vector machine (SVM) [23],
(2) Random Forest (RF) [24],
(3) Classification and Regression Tree (CART) [25],
(4) the call detail records (CDR)-based classifier

proposed in literature [26]. 

These algorithms were cross-validated by 5-fold, and 
the results were averaged. First, the algorithms were 
compared in terms of accuracy, as shown in Figure 4. 

Figure 4. Comparison of the accuracy between 
different algorithms for telecom fraud detection and 

identification 

From Figure 4, it was found that the SVM algorithm had 
the lowest accuracy in telecom fraud detection and 
identification, only 0.8136, RF was 0.8564, CART had an 
accuracy of 0.8892, slightly higher than the SVM 
algorithm but still below 0.9, while the boosting algorithms 
had accuracies above 0.9 in fraud detection and 
identification. The accuracy of the AdaBoost algorithm 
was 0.9012, the XGBoost algorithm was 0.9233, and the 
CatBoost algorithm had the highest accuracy, 0.9465, 
which was 0.0453 higher than the AdaBoost algorithm and 
0.0232 higher than the XGBoost algorithm. The accuracy 
of the CDR-based classifier was 0.9377, which was 0.0088 
higher than that of the CatBoost algorithm. This suggested 
the effectiveness of the CatBoost algorithm in the detection 
and identification of telecom fraud. 

The comparison of the algorithms in terms of precision 
and recall rate is shown in Figure 7. 

Table 7. Comparison of the precision and recall rate 
between different algorithms 

Precision Recall rate 
SVM 0.7542 0.7963 
RF 0.7729 0.8124 
CART 0.8133 0.8256 
AdaBoost 0.8326 0.8567 
XGBoost 0.8578 0.8749 
CDR 0.8721 0.9042 
CatBoost 0.8869 0.9233 

From Table 7, it was found that both SVM and RF 
algorithms performed poorly in terms of precision and 
recall rate, and the CART algorithm had an accuracy of 
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0.8133 and a recall rate of 0.8256, which were slightly 
higher than SVM and RF algorithms. The accuracy and 
recall rates of Boosting algorithms were significantly better 
than those of SVM and the other algorithms, where the 
CatBoost algorithm had the highest values in both 
indicators, 0.8869 (0.0543 higher than the AdaBoost 
algorithm, 0.0291 higher than the XGBoost algorithm, and 
0.0148 higher than the CDR-based classifier) and 0.9233 
(0.0666 higher than the AdaBoost algorithm, 0.0484 higher 
than the XGBoost algorithm, and 0.0191 higher than the 
CDR-based classifier). These results proved the precision 
of the CatBoost algorithm in telecom fraud detection and 
recognition. 

The comparison results of the F1 value are shown in 
Figure 5. 

Figure 5. Comparison results of the F1 value 
between different algorithms for telecom fraud 

detection and identification 

From Figure 5, it was found that the F1 values of SVM 
and RF algorithms were below 0.8; the CART algorithm 
had an F1 value of 0.8194, the AdaBoost algorithm was 
0.8445, the XGBoost algorithm was 0.8663, and the CDR-
based classifier was 0.8879, all below 0.9. Only the 
CatBoost algorithm had an F1 value of 0.9047, which was 
0.0602 higher than the AdaBoost algorithm, 0.0384 higher 
than the XGBoost algorithm, and 0.0168 higher than the 
CDR-based classifier. Overall, the CatBoost algorithm 
performed the best in the detection and identification of 
telecom frauds, and it could accurately identify fraudulent 
users according to the call, message, and traffic 
characteristics of different users. Therefore, this algorithm 
has good application values in reality. 

The comparison results of the AUC value are shown in 
Table 8. 

Table 8. Comparison of the AUC value between 
different algorithms for the detection and 

identification of telecom fraud 

AUC value 
SVM 0.8536 
RF 0.8775 
CART 0.9123 
AdaBoost 0.9327 
XGBoost 0.9521 
CDR 0.9715 
CatBoost 0.9826 

From Table 8, it can be observed that SVM and RF 
algorithms had relatively low AUC values, both below 0.9. 
CART and AdaBoost algorithms also had AUC values that 
did not exceed 0.95, indicating poor performance in 
detecting telecom fraud. The XGBoost algorithm had an 
AUC value of 0.9521. The CDR-based classifier had a 
value of 0.9715. The CatBoost algorithm had an AUC 
value of 0.9826, showing a significant improvement of 
0.0305 compared to the XGBoost algorithm and an 
increase of 0.0111 compared to the CDR-based classifier. 
These results further confirmed the superior performance 
of the CatBoost algorithm. 

According to the CatBoost algorithm, the top five 
features ranked in terms of their importance are shown in 
Table 9. 

Table 9. Feature importance 

Feature Importance 
Average number of calls per day 27.18 
Number of cards activated 25.33 
Average daily traffic used 17.62 
Average number of messages sent 

per day 
8.98 

Average calling duration per day 5.33 

According to Table 9, it can be observed that the average 
number of calls per day had the greatest impact on 
evaluating telecom fraud. The more frequent the daily calls 
were, the higher the likelihood of being a fraudulent user. 
Additionally, the number of cards activated also held 
significant importance, indicating that there was a greater 
possibility of fraud when there were more new card 
activations. This finding aligned with the previous analysis. 
In conclusion, the CatBoost algorithm not only effectively 
distinguished between normal and fraudulent users but also 
identified important features, showing good performance. 
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4. Discussion

Compared with traditional fraud, telecom fraud differs in 
the way and object of fraud. Telecom fraud adopts a non-
contact approach, and its fraud process relies on telecom 
technology. In terms of fraud objects, it is aimed at 
unspecified people. With the development of technology, 
the forms of telecom fraud are constantly renovated, and 
the impact on society is also increasing. The current legal 
system has many shortcomings, for example, the 
determination of the number of crimes and accomplices are 
still unclear; therefore, in order to further meet the current 
judicial needs, strengthen the fight against telecom fraud, 
and achieve legal protection, this paper put forward some 
suggestions from the following perspectives. 

(1) The crime of telecom network fraud should be
established separately. The current legislation cannot meet 
the needs of telecom fraud crimes and cannot really achieve 
the severe punishment of telecom fraud crimes. Including 
telecom fraud crimes in the criminal law will have a 
positive effect on both crime fighting and prevention. 

(2) The existing criminal law should be perfected. At
present, the crime of fraud mainly considers the amount of 
the crime and the circumstances of the crime; however, in 
telecom fraud, these two elements are difficult to measure, 
and there are also shortcomings in the subject of the crime 
and the sentence. For example, the sentence for ordinary 
fraud is less than three years in prison, which is not able to 
bring deterrence to criminals, so the sentence needs to be 
adjusted. In terms of the subject of the crime, telecom fraud 
usually involves people under 16 years old. Therefore, the 
existing criminal law should be improved. 

(3) Financial institution prevention and control should
be strengthened. The transfer link in telecom fraud 
generally relies on financial institutions, so the control of 
financial accounts needs to be strengthened. There is a need 
to increase the management of financial accounts, improve 
the transfer system, and implement the real name system 
for activated bank card accounts. 

5. Conclusion

This paper analyzed the detection identification and 
prevention of telecom fraud for the legal system and 
compared the performance of several boosting algorithms 
for detection and identification based on the characteristics 
of fraudulent users and normal users. The experiments 
found that the performance of the boosting algorithm was 
significantly better than SVM and the other methods, and 
among the boosting algorithms, the accuracy and F1 value 
of the CatBoost algorithm were higher, which proved the 
reliability of the method for telecom fraud detection and 
recognition. At present, there are still many shortcomings 
in the prevention of telecom fraud at the legal level, and the 
telecom fraud detection and identification method designed 
in this paper provides a reference for further strengthening 
the prevention of telecom fraud. 
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