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Abstract

An identifier which starts with ‘$’ is known as ‘$’-prefixed identifier and this type of identifiers are used in our research paper to improve the lexical analysis phase. This paper talks about a new programming language with ‘$’-prefixed identifier that features a novel approach for optimizing the lexer for efficient lexical analysis which can be applied to any existing language. This approach is used to classify identifiers and keywords using ‘$’-prefixed variables, which significantly reduces the time taken and number of iterations required during the tokenization process, leading to improved overall performance. This type of language structure allows for fast lookup and matching of tokens. We conducted a series of experiments to evaluate the performance of our lexer and compared it with a regular lexer. Our results show that our approach leads to significant improvements in time complexity and number of iterations for identifying whether the token is an identifier or a keyword, resulting in faster compilation times and improved overall performance. Our language has reduced the amount of time taken by 7-10% and 45-50% in terms of iterations. Our language and lexer represent a significant step forward in the design and implementation of high-performance programming languages by reducing the number of iterations and time taken to identify whether a token is a keyword or an identifier.
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1. Introduction

Compilers are essential tools in the field of computer science, as they allow users to write and execute programs in high-level programming languages [1]. To translate these programs into machine code, compilers must be able to accurately parse and understand the syntax and structure of the source language [2]. One key aspect of this process is the use of context-free grammar (CFGs) to define the syntax of programming languages. CFGs are a formal way of specifying the syntactic structure of a language, using a set of rules and symbols to define the allowed sequences of tokens (such as keywords, variables, and operators) in a program [5]. These grammars can be used to generate parse trees, which represent the hierarchical structure of a program and can be used to check its syntax and semantics [8]. In this research paper, we will delve into the role of CFGs and regular expressions in compiler design and discuss a novel approach to improve the performance of Lexer. We will also explore the challenges and limitations of using this method for a general-purpose language. We aim to provide a better understanding of how this approach works and how they can be used to effectively classify identifiers in any general programming language. We have introduced a new lexical analyzer method to reduce the number of iterations while classifying the identifiers in the source code. Usually a lexical analyzer takes 25-30% of compilation time to perform lexical analysis [4]. As the lexical analyzer takes 30% of compilation time, we need to reduce that in order to decrease the overall compilation time. We have introduced ‘$’-prefixed identifiers in our language so that whenever a ‘$’ is encountered it will be directly classified as an identifier immediately without performing a search over the list of keywords.
Noam Chomsky [2] made significant contributions to the field of formal languages and the concept of context-free grammar (CFGs). His work laid the foundation for the use of CFGs in compiler design and other areas of computer science. Chomsky’s work on CFGs has had a significant impact on the field of compiler design, as they provide a formal way of specifying the syntactic structure of a language. Many compiler design techniques and algorithms, such as top-down and bottom-up parsing, are based on the use of CFGs to generate parse trees and check the syntax and semantics of programs [3].

Aho and Ulman in their book have provided a thorough overview of the use of CFGs in compiler design, including the various techniques and algorithms that are used to implement them [2]. The role of CFGs in defining the syntax of programming languages and the importance of generating accurate parse trees to check program syntax and semantics. They have also addressed the challenges and limitations of using CFGs in compiler design, including issues of ambiguity and efficiency [8].

Since time and computation power plays a vital role in construction of compilers for a programming language and lexical analysis takes almost 30% of the time of the compilation, we thought of improving the lexical phase of the compilers using ‘$'-prefixed compilers.

Organization - Section II talks about Literature Review i.e, about the previously published works. Section III talks about Methodology i.e, how the proposed method reduced the compilation time. Section IV talks about Proposed System i.e, how the method is supposed to be implemented. Section V talks about Results i.e, show the significant difference between the regular lexer and proposed lexer. Section VI talks about Limitations of the proposed method. Section VII talks about Advantages of the proposed method. Section VIII talks about Conclusion of the paper. Section IX talks about Future Scope i.e, how the proposed work can have significant impact in certain fields.

2. Literature Review

For improving lexical analysis phase Various tools are used for automatic generation of tokens and are more suitable for sequential execution of the compilers. Recent advances in multi-core architecture systems have led to the need to re-engineer the compilation process to integrate the multi-core architecture through which we obtain parallelization in the recognition of tokens in multiple cores optimally, thus reducing compilation time [20], [21]. They have also improved on handling errors of handling the errors, due to insertion, deletion, substitution, letter sequencing and typing in the lexical analysis phase of the compiler [11], [13], [14].

Fuzzy keywords, their fuzzy regular expressions and minimized fuzzy deterministic automata are constructed. The issue of membership of fuzzy keywords is successfully tackled with the help of an algorithm. Full implementation of fuzzy lexical analyzer is also described. But this just improves the handling errors for the lexical analysis but it doesn’t improve the time taken for the lexical analysis phase of the compiler [12], [15], [16]. Most of the research done so far deals with the improvement of other phases of compiler rather than lexical analysis. Very little work is done on the lexical phase that too on efficient use of multi core architecture and parallelization of the lexical analysis phase using the multi-core architecture, but it doesn’t improve the time complexity for the analysis phase [17], [18],[19].

The construction of compilers for a programming language requires significant time and computation power. One major bottleneck is the lexical analysis phase, which typically accounts for almost 30% of the compilation time. To address this, S-prefixed identifiers were proposed to improve the efficiency of lexical analysis. In this paper the authors have tried working on optimizing the time complexity for lexical analysis phase and obtained substantial results with a language having S-prefixed identifiers which will lead to classification of Identifiers and keywords faster than the traditional lexer’s.

3. Methodology

Lexical Analyzer accepts the preprocessor’s output, which is in a pure high-level language and handles file inclusion and macro expansion, as input. It extracts the text from the source programme and organizes the characters into lexemes (groups of characters that “go together”). A token is assigned to each lexeme. The lexical analyzer can comprehend regular expressions used to define tokens. It also eliminates comments, white space, and lexical errors (such as incorrect letters) [7].

The time complexity of a lexer in general is O(nk), where n is the length of the input text and k is the number of keywords in the Language. The regular expression used to identify the keywords takes O(k) to aim to provide a better understanding of how these tools work and how they can be used to effectively parse and understand programming languages. Lexical Analysis Time to build and the find all method takes O(n) time to find all the matches in the input text. Therefore, the overall time complexity is O(nk).

If we have a language which has ‘$'-prefixed identifiers then we can iterate over the input text from the beginning of a keyword which is ‘$’ to until an arrival of space character or any character other than {Letter, Digit} and ‘ ‘. Then we can end the iteration and say that the identifier exists in the buffer. For example, “VAR $varName = 10” is an input string then we iterate over the input string and from the arrival of ‘$’, we can directly classify the following pattern as Identifier. Generally, when a pattern matching with can be an identifier or Keyword. So, when a similar pattern was found then the lexeme needs to be compared with all the keywords and if not
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found in the keywords list it will be identified as an Identifier otherwise it will be classified as a Keyword. So, to skip this additional matching with the keywords we have introduced ‘$’-prefixed identifiers. When a ‘$’ is encountered then the following pattern will be classified as an Identifier without being compared with the keywords. In this way, the identification of the Identifiers is easily done without using regular expressions.

Fig:1 explains how a token is classified whether it’s a keyword or an identifier and Fig:2 explains how our proposed method decides whether a token is a keyword or an identifier. This is a significant improvement over a lexer that would need to iterate over each character of the input text and check it against a list of keywords, which would have a time complexity of O(n) and identifying the keywords takes O(k) time. The use of regular expressions is eliminated by using a ‘$’-prefix identifiers structure language and following the above procedure for tokenization.

A. Mathematical Approach

Fig:1 and Algorithm:1 shows us how a lexer of a Normal Programming language takes decision to classify the keywords and identifiers which will take NL number of Iterations.

Algorithm 1 Normal Lexer

Require: Token
if Token in KEYWORDS then
  return KeywordToken
else
  return IdentifierToken
end if
It takes ‘n’ number of iterations to classify identifier and ‘n’ iterations to classify keywords, where ‘n’ is number of keywords in Programming Language.

Algorithm 2 Proposed Lexer

Require: Token
if Token [0] = ‘$’ then
  return IdentifierToken
else if token in KEYWORDS then
  return KeywordToken
end if
It takes 1 iteration to classify identifier and ‘n’ iterations to classify keywords, where ‘n’ is number of keywords in Programming Language.

Fig:1. GENERAL LEXICAL ANALYZER

B. Method of Programming

Method of programming is based on how the programming process is further implemented. Types of methods of programming used for implementation:

1) Procedural Programming: To improve the modularization and reusability of code, procedures or blocks of code can be decomposed into smaller tasks. The entire program is made up of all the procedures. Each of these operations can be implemented as a separate process for a calculator program that performs addition, subtraction, multiplication, division, square root, and comparison. Each procedure would be called in the main program based on the user’s selection. This language would involve defining functions that encapsulate reusable blocks of code and using them to implement the desired program logic [9].
2) Functional Programming: Here, the issue or the desired outcome is divided into workable components. Each unit is independent and capable of carrying out its own duty. The entire solution is then created by sewing these sections together [9].

**Fig. 2. PROPOSED LEXICAL ANALYZER**

4. Proposed System

This Compiler design using a Context-Free Grammar project helps to create a custom programming language using its own set of rules and syntax. A Context Free Grammar was declared, and a compiler was developed to compile a specific programming language and display the desired output.

Steps in designing the compiler and language:

1) Define the syntax and semantics of the programming language: This will involve deciding on the structure and rules of the language, including the types of variables, operators, and control structures it will support [10].

2) Implement the lexer: To break down the input in a sequence of tokens by writing code that can match the various tokens in the language and define functions to handle the lexing process [6] proposed lexer was implemented.

3) Implement the parser: The parser is responsible for generating a parse tree from the input program, using the rules of the CFG defined in step I. Parsing algorithm, such as top down or bottom-up parsing, to construct the parse tree was used [7].

4) Implement the semantic analyzer: The semantic analyzer is responsible for checking the semantics of the program, including verifying the types of variables and ensuring that the program follows the rules of the language [8].

5) Implement the code generator: The code generator is responsible for translating the parse tree into machine-code that can be executed by the computer [2].

6) Test and debug your compiler: Once the various components of the compiler are implemented, it will be important to thoroughly test it to ensure that it is functioning correctly and producing the desired output [9].

Fig:3 explains the final step of the compilation process and Fig:4 shows the grammar used to implement the programming language which has lexer which accepts normal identifiers as a general-purpose programming as well as $-prefix identifiers.
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Fig. 4. GRAMMAR USED FOR PROPOSED PROGRAMMING LANGUAGE

Fig.5, Fig.6, Fig.7 shows that there’s improvement in time consumed by the lexical analyzer in proposed programming language when the identifiers are prefixed (with ‘$’) and not prefixed for different number of identifiers in the program script.

From Fig.8, Fig.9, Fig.10 one can see significant improvement in Number of iterations taken to identify whether a given lexeme is a keyword token or an identifier token.

5. Results and Discussion

Fig. 5. NO OF IDENTIFIERS VS TIME

Fig. 6. NO OF IDENTIFIERS VS TIME

Fig. 7. NO OF IDENTIFIERS VS TIME
Let’s say that to classify ‘varName’ as a keyword or an identifier, if it’s in non-prefixed identifier language then it would take $k$ number of iterations, where $k$ is number of keywords in the programming language, whereas in the proposed prefixed language it doesn’t need to be compared with any keywords if it’s prefixed with ‘$’ so authors take that as 1 iteration.

So, in this way authors are able to improve time taken and Iterations taken to classify identifiers and keywords when identifiers are $-$prefixed.

- All concepts of a high-level programming language such as Classes, Structures, Inheriting, polymorphism etc. are not implemented in it.
- Ambiguity: Context-free grammar is sometimes ambiguous, which means that they allow multiple parse trees to be constructed for the same input string. This can lead to difficulty in determining the intended meaning of the input and can make it harder to generate the correct code.
- Limited readability: The use of $-$prefixed identifiers can make the code less readable and harder to understand for new developers who are not familiar with the language.
- Reserved words of the programming language as identifiers unlike other languages which do not allow such flexibility can be used.
- Number of iterations to identify an identifier in a programming language is significantly decreased which will lead to decreasing the time taken for lexical analysis when more keywords are there in a programming language.
- The adaptation of such structured language is comparatively easier.
- The concept proposed to make lexer efficient can be adapted to any existing general purpose programming language.

6. Advantages

- We can use reserved words of the programming language as an identifier unlike other languages which do not allow such flexibility.
- Number of iterations to identify an identifier in a programming language is significantly decreased which will lead to decreasing the time taken for lexical analysis when more keywords are there in a programming language.
- The adaptation of such structured language is comparatively easier.
- The concept that we used to make lexer efficient can be adapted to any existing general purpose programming language.

7. Conclusion

In this research, we understood that there are many different approaches to compiler design, and context free
grammars play a vital role in many of them. By using context-free grammar to define the structure of a programming language, compilers can parse and analyze the source code to ensure that it is syntactically correct and semantically meaningful. This is a critical step in the compilation process, as it enables the compiler to generate efficient machine code that can be executed by the computer. We divide the compiler into different phases such as Lexical Analysis, Syntax Analysis, Semantic Analysis, Intermediate Code Generation, Code Optimization, Target Code Generation to optimize the compiler in each level to obtain a compiler which is ideal in terms of stability, performance, time-complexity etc.

We can optimize the phase of Lexical Analysis by adding an extra ‘$’ character for every occurrence of an Identifier in the source code, which will lead to a significant improvement in time and Number of iterations taken to identify keywords and identifiers.

This concept which we used on Lexer of our own Programming Language can be applied to any existing programming language.

8. Future Scope

A programming language that uses $prefixed identifiers to improve lookup time has the potential to be useful in a variety of contexts where fast and efficient token lookup is important. Here are a few potential applications:

1) Game development: A language with fast and efficient variable lookup could be useful in the field of game development, where performance is critical. For example, you could use a $-prefixed variable to represent a game object or character, making it easy to access and modify these values as needed.

2) Scientific computing: A language with fast and efficient variable lookup could be useful in the field of scientific computing, where complex simulations and calculations require fast and efficient access to variables. For example, you could use a $-prefixed variable to represent a physical parameter or simulation variable, making it easy to access and modify these values as needed.

3) Performance-oriented applications: If the language is designed to be highly performant and efficient, it may find a niche in applications where speed and resource usage are critical, such as scientific computing or high frequency trading.

4) Unique selling point: If the language is able to differentiate itself from other languages in some way beyond just its use of $-prefixed identifiers, such as through its ease of use, unique features, or compatibility with existing systems, it may find a wider audience and broader scope.

Overall, the future scope of a language like this would depend on its specific features and use cases, as well as its adoption and support by the developer community. However, the potential for improved performance and efficiency in certain domains could make it a compelling option for developers looking for a more streamlined and efficient programming experience. The potential applications of a programming language that uses $prefixed identifiers are wide-ranging and varied. The specific future scope will depend on the features and capabilities of the language, as well as its adoption and support by the developer community.
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