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Abstract 

Introduction: Factors influencing product swap requests and predict the likelihood of such requests, focusing on product 
usage, attributes, and customer behaviour, particularly in the IT industry. 
Objectives: Analyse customer and product data from a leading IT company, aiming to uncover insights and determinants of 
swap requests 
Methods: Gather product and customer data, perform data processing, and employ machine learning methods such as 
Random Forest, Support Vector Machine, and Naive Bayes to discern the variables influencing product swap requests and 
apply them for classification purposes. 
Results: Analysed a substantial dataset, comprising 320K product purchase requests and 30K swap requests from a 
prominent social media company. The dataset encompasses 520 attributes, encompassing customer and product details, 
usage data, purchase history, and chatter comments related to swap requests. The study compared Random Forest, Support 
Vector Machine, and Naïve Bayes models, with Random Forest fine-tuned for optimal results and feature importance 
identified based on F1 scores to understand attribute relevance in swap requests. 
Conclusion: Evaluated three algorithms: support vector machine, naive Bayes, and Random Forest. The Random Forest, 
fine-tuned based on feature importance, yielded the best results with an accuracy of 0.83 and an F1 score of 0.86. 
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1. Introduction

Most of the companies with multiple product stack offer 
product swaps as an add-on to their services. Even service- 
based companies offer product or service swaps within a 
period. For example, if a customer is buying network service 
support from a leading service provider, they might offer to 
swap the product for telecom support services within a certain 
period.  

______________________________ 

*Corresponding author. Email: virendra.shrivastava@alliance.edu.in

These swap requests can also be due to various reasons. It 
might be due to uncertainty in business or due to inefficiency 
in understanding stakeholders' needs, identifying risks and 
mitigating them [1]. One of the important factors is 
unawareness of product features, The customer would have 
assumed telecom support a part of network service support. 
This might be due to vagueness in the statement of work 
(SOW) signed or due to miscommunication or technical 
inefficiency. Another important reason is the relevancy of the 
product with respect to time. For example, during the great 
reshuffle period (July - Sep 2021), LinkedIn reported a 31% 
increase in business-to-business (B2B) buyer job transitions 
[2]. Another example would be the growth of online 
education sector companies’ posts covid, the sector witnessed 
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over a 37% increase in daily registered visitors during May 
2020 [3].  
To address the problem, the research identifies and analyses 
all the factors that contribute to product swap requests. There 
are research and publications which forecast the optimal rate 
of returns for e-commerce [4]. When it comes to IT product 
swaps, the prediction can be a little vague due to the nature of 
the product or service. The customer behaviour for each 
product and service will be different and this plays a vital role 
in forecasting the product swap return. To bridge this gap, this 
research will drill down to a granular level and analyses the 
product returns for talent product suites of the firm. 
The purpose of the research work is to understand the factors 
affecting a product swap request and to predict the   
probability of a customer requesting for swap. All the product 
attributes are matched against the customer attributes to 
identify pattern (if any) between these. Only two product suits 
are selected for this research and are mentioned as product 
“A” and product “B” throughout the work. Non-PII (Non- 
Personal Identifiable Information) attributes which are 
allowed for data analytics are chosen to identify the pattern. 
PII (Personal Identifiable Information) data is not collected, 
stored, or processed for this research [5]. If a pattern is 
identified between a product and the customer who has 
requested the swap, the machine learning algorithm is then 
used to train the data between customers who swap and 
customers who have not requested the swap and this model is 
then used to predict the new probable swap requests. 
There is research which focuses on customer attributes and 
purchase history [6-10], but this work focuses on product 
usage, product attributes and customer attributes. When it 
comes to IT services or products, there are provisions to 
request for swap even after using the product for a certain 
period. The research work also deals with multiple variants 
of data, it analyses the customer attributes and behaviour and 
the product attributes to identify/derive a pattern of probable 
swaps. Attributes which contribute to swap are identified 
using any of the statistical methods. Clustering is done to 
create different buckets of customers and products, and then 
a pattern is figured out of it to classify future deals.  
The purpose of this research is to gain insights into customer 
and product behaviour related to swap requests and to identify 
the key factors that influence such requests by utilizing 
machine learning algorithms. The study utilizes customer and 
product data obtained from a prominent IT firm. The dataset 
contains customer attributes, including customer behaviour, 
purchase history and product attributes including 
characteristics of products, similar product stack, product 
sales history and product usage information. A three-year 
data set spanning from 2019 to 2022 is leveraged for the 
research, and the data is stored in Hadoop cluster and are 
analysed using Apache Spark (By leveraging PySpark). 

2. Motivation and Related Work 

Irrespective of the industry, the problem of the user or 
customer wanting to change the product or service is very 
common. There are publications, that addressed the returns in 

the electronic retailing (e-tailing) industry using TabNet [11], 
a deep learning-based algorithm. Research evaluated 
Decision tree, XGBoost, LightGBM, CatBoost and TabNet 
and later recorded the best results and outperformed all other 
models. Another research paper addresses the problem using 
graph theory [12]. It proposes HyGraph a graphical 
representation to tackle customer-product return prediction. 
Based on the graphical representation, the paper describes an 
algorithm called LoGraph which finds a cluster near an input 
node by only looking at a small neighbourhood of this node 
within the graph. 
Choosing the right methodology and algorithm is another key 
aspect of the research work [13]. The paper evaluated nine 
algorithms for one hundred datasets. “The result shows that a 
simple algorithm such as K-NN could achieve good accuracy 
if the optimum parameter settings are used. Also, the result 
shows that there exist some relationships between data sets’ 
characteristics and algorithms’ parameter settings, and this is 
used to help people decide the parameter settings for a given 
algorithm”. Another research work [14], discussed the 
practical aspects and challenges of using SVM for similar 
problem statements and datasets. The work demonstrated 
how SVM using a kernel motivated by Fisher Linear 
discriminant outperformed standard linear SVM for the face 
recognition task. Fine-tuning SVM and optimizing the 
parameters play a vital role in implementing SVM for 
practical use. Optimizing the parameters to improve the SVM 
classification accuracy and speed play a vital role [15]. The 
nature of the dataset is a key factor while choosing the 
algorithm [16]. SVM is also seen to be used while predicting 
credit default swaps prices [17]. For this research, a high 
dimensional dataset, which is slightly imbalanced, and 
skewed towards one class is used. A similar problem 
statement is addressed [18] using the Random Forest of 
oblique decision trees. The research work recorded better 
results for imbalanced high dimensional datasets over SVM. 
Similar research [19] [20] demonstrated how random forest 
can be fine-tuned for a high dimensional dataset with large 
number of features relative to the sample size. Deep learning 
is one of the widely used that offers variety of models to deal 
with textual data analysis [21-24] and image classifications 
[25]. Deep neural network models, such as Convolutional 
Neural Networks, have shown great potential in image 
analysis and have emerged as a powerful tool for feature 
extraction and classification tasks [26-28]. These networks 
are designed to automatically learn and extract relevant 
features from raw data, eliminating the need for manual 
feature engineering. 
Accuracy, precision, recall and F1 score are measured to 
evaluate the performance of the model. For this work, 
accuracy and F1 score is equally important, while accuracy 
helps in analysing how many predictions were correct; 
precision and recall determine how good the model is at a 
specific category and how many times the model detected the 
same [29]. Using the right factors from the multi-dimensional 
dataset helps get better results. The work uses statistical 
techniques [30] [31] to evaluate the features that most 
contribute to product swap requests. The Chi-Square test is 
one of the best methods to check if two variables are 
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associated with each other [32], Chi-Square test is used to 
evaluate whether there is an association between two 
variables and their associated p-value [33]. G-test [34], is 
used to determine if the features extracted by the ML model 
significantly differed from the derived parameters. The 
utilization of graphs or a minimum-spanning tree can also 
serve as representations for this concept. References [35-39] 
provide detailed descriptions of how FMST (Fuzzy Minimum 
Spanning Tree) and other methodologies which can be 
applied in this context. These approaches offer alternative 
perspectives and techniques for addressing the problem at 
hand. 

3. Methodology 

This research work is focused on analysing a large dataset 
containing 320K product purchase requests and 30K swap 
requests obtained from a leading social media firm. The 
dataset consists of 320K records, and 520 attributes related to 
the product purchase. This includes customer attributes, 
product attributes, product details, product usage data, 
purchase history and chatter comments related to product 
swap requests. The dataset is stored in the Hadoop ecosystem 
and is span across 5 different tables. Primary keys are defined 
for each table and are also used to collect the swap history 
and map the swaps with products and respective customers. 
The data is collected in real-time in the customer relationship 
management tool and is stored in Hadoop. All the required 
data points are collected, and no further data collection 
exercise needs to be done for the research. 

3.1. Data Pre-processing 

The first task is to identify a tool that can-do large-scale data 
processing [40]. As HDFS is used to store data, a few options 
to process data were, presto, pig and spark. Apache Spark is 
chosen for data collection and pre-processing. Both Presto 
[41] and Spark are capable of processing huge workloads. 
Presto was designed by Facebook to process their huge 
workloads. Both have rich integration capabilities and 
connectors and have CLI as well as python modules. Spark 
[42] has a little upper hand in terms of processing big data in 
Python with the “PySpark” module. These modules consist of 
several predefined functions for easy data processing like the 
PCA function, impute function, etc. Apache spark also has 
better ML libraries compared to Presto ML. 
Apache Pig [43] was another option for processing big data. 
But compared to Spark, Pig has lesser runtime capability and 
performance speed [44]. Pig also has limitations in scalability 
as well as lacks direct machine learning capabilities. So, 
considering all these factors, Apache spark is implemented as 
shown in Figure 1. However, this data is not ready for data 
analytics, there are missing data points, too many dimensions, 
skewness and the data points are getting stored in multiple 
tables and systems. This is then aggregated and cleaned using 
different techniques mentioned below. The processed dataset 
is then passed to Machine Learning algorithm for training.  

 

 

Figure 1. Apache Spark with multiple executors 

3.2. Data Aggregation and Data Cleaning 

The data required for this research work is fetched from 
multiple tables, and the first task is to aggregate the data. This 
is divided into three parts, 
 

• Customer attributes and product attributes of customers 
who purchased product A and Customers who requested 
the swap from product A to B 

• Customer attributes and product attributes of customers 
who purchased product B and requested the swap from 
B to A 

• Customer usage history for products A and B (before 
and after swap) 

 
The above information is fetched by filtering and joining 
multiple tables from HDFS. The first step in data cleaning is 
to fix the structural errors, as data has been pulled from 
multiple tables, there are inconsistencies; naming 
conventions, typos, incorrect formats etc. These 
inconsistencies cause mislabelled categories or classes. For 
example, if an attribute does not apply to a row, this is 
mentioned as “NA”, “Not applicable” or simply left blank. 
The next step is to remove duplicates, there are a lot of 
duplicate records added while joining tables. 
Another important challenge in data cleaning is handling the 
missing values, there are multiple options for the same, 
including deleting the entire row, replacing with mean or 
mode, assuming the attribute as a unique category or 
predicting the missing value using some algorithms. For this 
work, all the numerical variables are replaced with the mean 
of a similar “customer industry”, this field is chosen as per 
expert advice. Categorical features are replaced with a new 
category “unknown”. 
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3.3. Data Aggregation and Data Cleaning 

As the information is fetched from multiple tables, no 
attributes have been avoided during the data collection 
process. Each of the above sets of data has over five hundred 
columns which leads to the curse of dimensionality. This 
brings the need for dimensionality reduction techniques, to 
transform the data from a high-dimensional space into a 
lower-dimensional space so that it retains some meaningful 
properties of the original data. 
 
Feature Selection v/s Feature Extraction: 
There are a couple of methods to reduce the dimensionality, 
this work discusses the option of choosing between a feature 
section or feature projection (feature extraction) to reduce the 
dimensionality. While feature selection filters irrelevant or 
redundant features from the dataset, feature selection keeps a 
subset of original features. Feature projection or feature 
extraction creates a new, smaller set of features which still 
captures useful information from the data. There are 
supervised algorithms that have built-in feature selection 
capabilities like the random forest, but considering the variety 
of data, it is better to choose a stand-alone feature selection 
method like variance threshold or correlation threshold. 
These methods will remove the features that don’t add much 
value to the target, but at the same time require manually 
setting or tuning a threshold, which can be tricky for our data 
with over five hundred features. Setting the threshold too low 
will remove useful features while setting the threshold high 
will add unwanted features, setting an optimum number of 
thresholds will be tricky. 
Like feature selection, there are algorithms which already 
have built-in feature extraction, which extract increasingly 
useful representations of raw input through each hidden 
neural layer. In this research work, the dataset is not a 
straightforward simple text dataset. Hence, stand-alone 
feature extraction methods like Principal component Analysis 
(PCA) or Linear Discriminant Analysis (LDA) [45] are more 
suited. Linear Discriminant Analysis is a supervised 
technique and needs labelled data which makes the process 
more tedious and situational. Product swaps for all customers 
won’t contain enough data points for training. Principal 
component Analysis on the other hand is an unsupervised 
algorithm that creates a linear combination of original 
features. Dimensionality can be reduced by limiting the 
number of principal components to keep based on cumulative 
explained variance. It is faster and easy to implement [46], 
which means the testing of the algorithms are done in short 
time. It also offers several variations and extensions and is 
available as a built-in function within the pyspark python 
library. 
The whole data processing steps is done using Apache Spark 
by leveraging “pyspark” and other python modules. Hosted 
notebook with GPU is used to connect to HDFS and performs 
data cleaning and data transformation. Spark also has a UI 
feature to monitor the execution of tasks. 
 

3.4. Unforeseen Risks 

PCA is used for dimensionality reduction for the dataset 
which has around 498 columns (excluding ID’s, keys, names, 
and other unimportant fields). This looks possible and normal 
with pyspark, but most of these columns are string type and 
are categorical variables. There are a couple of major 
challenges in implementing the same with PCA. 

• PCA is known to be efficient for continuous variables 
and not that great for categorical data [47]. 

• After applying one-hot encoding, there are around 
900000 columns, new columns are created from each 
category in categorical variables. Pyspark can’t process 
more than 65535 features [48]. 

There are alternate approaches to reducing the dimensions. 
The random forest algorithm, which has an inbuilt 
dimensionality reduction mechanism is a good option. 
Regardless of the dimensionality reduction technique being 
used, there are still 900 thousand columns and pyspark won’t 
be able to process such a huge volume of data. This leads to 
incorrect predictions. There are multiple options to mitigate 
this risk; count vectorizer, frequency encoding, and choosing 
variables manually from a distribution plot are a few to 
mention [49]. The earlier options choose only the majority of 
occurrences from a given field. For example, if a column has 
one thousand values, and if two values make up 70% of the 
data, frequency encoding will only have three distinct values, 
it will combine all other values into a single datapoint. This 
leads to feeding incorrect information to the model, especially 
while processing a huge volume of sales data. Sometimes a 
minimum occurrence of a value will have high weightage in 
the predicting outputs. 
The second option of plotting the number of distinct values in 
categorical variables and manually emitting the columns from 
the dataset. There were around twelve fields with more than 
70K distinct values. These were mostly free text fields, and 
eliminating such categorical variables mitigated the risk of 
having too many one-hot encoded categorical columns for 
processing. 

3.5. Classification Algorithms 

Once the data pre-processing tasks are complete, the next step 
is to gain insights into the attributes that affect swaps and to 
derive a pattern between all historical contracts and swaps. 
As the scope is limited to two products, the swap data is 
limited to less than 100K records and much lesser dimensions 
than the original dataset. This brings down the options. Based 
on the dataset characteristics [50], the options are narrowed 
down to the Decision Tree, Random Forest, Naïve Bayes, 
Support Vector Machines and Stochastic Gradient Descent. 
Considering the sample size, Stochastic Gradient Descent 
[51] is more appropriate for large samples and requires a few 
numbers of hyperparameters and it is sensitive to feature 
scaling. The decision tree is a simple classification algorithm 
which can handle both numerical and categorical data, but  
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Figure 2. Data Modelling Methodology 

 
considering the dimensions, even after principal component 
analysis, the decision tree won’t be stable. Even small 
variations of data will affect the results. Multiple 
classification models are evaluated with this training dataset. 
and the one which gives the best result is chosen as shown in 
Figure 2. 
Considering Naïve Bayes, Support vector machine and 
Random Forest [52] algorithms, all these fit very well for a 
smaller amount of training data (between 75K-150K records) 
[53]. While Naïve Bayes is faster compared to the random 
forest, the random forest has built-in dimensionality 
reduction capabilities and can reduce over-fitting. Support 
vector machine on the other hand works well with high 
dimensional spaces compared to both naïve Bayes and the 
random forest. Support vector machine is a representation of 
the training data as points in space separated into categories 
by a clear gap that is as wide as possible. It’s effective in high 
dimensional spaces and uses a subset of training points in the 
decision function so it is also memory efficient [54].  
To validate the above assumptions and theories, a random 
sample dataset of five thousand records from the master 
dataset is extracted and used to evaluate all three 
classification algorithms. The extracted dataset is marked as 
the training dataset, this is used for training and to fit the 
model. The model learns from this dataset. A subset of this 
training dataset is utilized to compute the model performance. 
This is marked as the test dataset. Another subset of the 
training dataset is utilized as the Validation dataset. This 
gives an estimate of model performance while fine-tuning the 
model's hyperparameters. One thousand records are marked 
for the test dataset from five thousand records in the training 
dataset. A low-code platform open-source tool called Orange 
[55] was used for faster and easier ML testing. With Orange, 
machine learning methods and functions are transformed as 
simple drag-and-drop elements and the same is used to train, 
test, validate and evaluate the model. 
The workflow created in orange using drag and drop features. 
A sample data of five thousand random data is taken from the 
master dataset and post data pre-processing (Cleaning and 
transformation) it has been fed to three models for evaluation. 
Accuracy, precision, and recall are evaluated for each model. 
 
 

Table 1. Orange Workflow Evaluation Results 

Model Accuracy Precision Recall 
RF 0.846 0.846 0.846 
SVM 0.812 0.869 0.812 
NB 0.735 0.804 0.763 

 
 
There were challenges in implementing principal component 
analysis due to the increased number of categorical variables 
and exponential one-hot encoded attributes. Even though 
dimensions were reduced by plotting the distribution of 
distinct values and manually eliminating the variables, it is 
noted that another dimensionality reduction technique that 
works well with categorical variables needs to be 
implemented. As seen in Table 1, the support vector machine 
and the random forest have similar performance scores, the 
advantage of using the support vector machine is the 
capability of providing better results with more dimensions. 
On the other hand, the Random Forest algorithm is more 
efficient with reducing dimensions and works well with high-
dimensional datasets. 
Another major challenge in the dataset is the skewness. Out 
of the whole dataset, there are 23% of the dataset represents 
class 1 (swap) and 77% of the dataset represents class 2 (non- 
swap). This creates bias and will result in predicting wrong 
results. To avoid this, the best possible method is 
oversampling. There are various methods to perform 
oversampling, Random oversampling, SMOTE (Synthetic 
Minority Over-sampling Technique), ADASYN (Adaptive 
Synthetic Sampling), Borderline-SMOTE, SMOTE-ENN. 
SMOTE is used for the research as it SMOTE creates 
synthetic samples by interpolating between minority class 
which is swapped data. It generates new samples by 
identifying nearest neighbours in the feature space and 
creating synthetic examples along the line segments 
connecting them, thus increasing the ratio between class 1 and 
class 2. Cross validator is used with random forest, this will 
help in testing the model’s ability to predict new datasets 
which were not used in estimating. This will also help 
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mitigate challenges related to selection bias and overfitting. 
The whole dataset is divided into five folds (k=5) where five 
models are represented, and each model is built on four parts 
and tested in the fifth one.  

4. Results and Discussion 

To evaluate the above assumption in choosing the Random 
Forest model, the model is compared with the support vector 
machine and the Naïve Bayes. Seventy-five thousand records 
are considered for evaluating the final model without 
excluding any dimensions for testing. Complete data cleaning 
and dimensionality reduction techniques are incorporated and 
executed. Apache Spark is used for conducting the evaluation 
and the results are reported in Table 2. 

Table 2. Model Evaluation 

Model Accuracy Precision Recall 
RF 0.832 0.872 0.846 
SVM 0.825 0.864 0.823 
NB 0.752 0.804 0.763 

 
 
Fine-tuning the Random Forest model by selecting the right 
features contributed to the model achieving the best results. 
Understanding which features contributes to swap is another 
important goal of the research. Feature importance 
functionality in the random forest algorithm is used and 
features are ranked based on the F1 score. This maps attribute 
to the product swap request. 
To ensure that our model is not a random guesser but indeed 
classifying the data as expected, statistical tests are 
conducted. A combination of categorical and numerical 
features is ranked by the model, these are validated together 
or separately. 
 
 

Figure 3. Sample features with p-value 

 

The Chi-square test is a common test which is used to validate 
the relation between categorical features. Kruskal- Wally’s 
test [56], G-test are a few other options. The goal is to 
compare the model against the results generated from the Chi-
Square test [57]. Features recommended by both the model 
and those derived from the Chi-square test are recorded. The 
features were ranked using feature engineering in the random 
forest and compared the features with the results from the 
Chi-Square test. Sample features with corresponding p-values 
to check for association is shown in Figure 3. There was a 
similarity in both evaluations and hence, the null hypothesis 
was rejected (the null hypothesis states that the model is a 
random guesser). This completes the validation of the model. 

5. Conclusion and Future Work 

The research was designed to identify the factors affecting the 
swap (limited to scope) and to predict the probability of new 
swaps. The research work was kicked off to explore the 
possibility, identify the datasets, transform, and clean the 
dataset and use the dataset to arrive conclusion. As a part of 
the research, three algorithms were evaluated. The support 
vector machine, naive Bayes, and the Random Forest 
algorithm. Both the support vector machine and the random 
forest algorithm gave better results. Considering the nature of 
the dataset and leveraging the feature importance 
functionality, the random forest was fine-tuned to cater for 
the needs of the dataset. Factors affecting the swap are 
identified from the dataset (for products in scope) and have 
evaluated the performance of the model. These features were 
validated using the Chi-Square test to verify if the association 
exists. The model performed at an accuracy of 0.83, and an 
F1 score of 0.86. 
In this research study, the focus was on analysing product and 
customer attributes, while support cases were not included in 
the analysis. To enhance the analysis, customer sentiments 
can be analysed using chatter comments and case logs, which 
can be incorporated into the random forest algorithm for re-
training. The dataset encompassed pre-covid, covid, and post-
covid data points, capturing significant changes in various 
business areas. However, it is important to note that these 
changes were only considered through the nature of features, 
and in future research, it would be beneficial to address them 
separately in the post-covid era. Given the limited scope of 
the dataset, restricted to a specific firm and product suite, it is 
crucial to recognize that the nature of customer and product 
attributes may differ significantly across other products or 
services. 
To broaden the scope of future research, it is recommended 
to incorporate customer sentiments collected through 
surveys, support cases raised, and data collected during the 
product onboarding process. This would provide deeper 
insights into customer/user sentiments and their correlation 
with product swap requests. Additionally, considering the 
significant shifts in business dynamics post-covid, 
conducting a comparison between pre- and post-covid swap 
requests could reveal valuable insights into any changes in 
customer behaviour. 
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