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Abstract 

In this study, an intelligent system that can gather and process network packets is built. Machine learning techniques are 
used to create a traffic classifier that divides packets into hazardous and non-malicious categories. The system utilizing 
resources was previously classified using a number of conventional techniques; however, this strategy adds machine 
learning., a study area that is currently active and has so far yielded promising results. The major aims of this paper are to 
monitor traffic, analyze incursions, and control them. The flow of data collection is used to develop a traffic classification 
system based on features of observed internet packets. This classification will aid IT managers in recognizing the vague 
assault that is becoming more common in the IT industry The suggested methods described in this research help gather 
network data and detect which threat was launched in a specific network to distinguish between malicious and benign 
packets. This paper’s major goal is to create a proactive system for detecting network attacks using classifiers based on 
machine learning that can recognize new packets and distinguish between hostile and benign network packets using rules 
from the KDD dataset. The algorithm is trained to employ the characteristics of the NSL-KDD dataset. 
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1. Introduction

The dataset grows in size as a result of the heavy network 
traffic and the varied sources from which the information is 
gathered. As a result, when dealing with a huge dataset, data 
analysis is challenging. Presently, the detection of normal and 
aberrant patterns relies heavily on data mining techniques. 
because it can handle big datasets and uncover hidden 
information. The clustering algorithm, association algorithm, 
mining algorithm, and classification algorithm are only a few 
of the many algorithms that make up a data mining algorithm. 
A classification technique that may be applied to spot patterns 
maintains the identification of pertinent data structures. Data 
linkages and statistical or predictive models of the data, etc.  

*Corresponding author. Email: cshiva68@gmail.com

The task of classifying each dataset instance is called 
classification. By applying classification algorithms to the 
data set that has been gathered, it is possible to distinguish 
between malicious and legitimate traffic. This kind of 
categorization is essential for network monitoring systems 
and security incidents. 
     Subsequently, it became necessary to detect network 
activities using clearly specified port numbers. For instance, 
port 80 is used for HTTP communication while port 25 is 
used for SMTP connection. Yet, due to applications' use of 
dynamically changing port numbers and the rapidly 
expanding internet, classifying traffic based on ports has 
become a laborious task. Network traffic classification based 
on ports led to the adoption of payload-based inspection. This 
categorization can be carried out with respectable accuracy 
after the payload can be obtained and thoroughly inspected.
The payload-based categorization has some limitations in 
terms of speed and resource utilization, although it has good 
accuracy. Although some writers in the research community 
presented automatic processes for the derivation of payload 
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traits and demonstrated some encouraging findings, these 
methods still have their own drawbacks. It uses a lot of 
processing power and relies on it for the methods it covers. 
     But it will take up less memory and processing time if we 
merely examine the first few bytes of the payload. Because of 
the constant increase in network data brought on by 
technological improvements, researchers have begun using 
machine learning techniques based on features to classify the 
data. The categorization model is produced by machine 
learning-based algorithms using a huge data collection and 
deduced features. Also, it is becoming more important for 
machine learning-based classifications to take into account 
statistically based features of network traffic, by taking into 
account machine learning (ML) based techniques and basing 
it on these identified feature data, a decent traffic classifier 
may be produced. Despite ML classifiers' encouragingly high 
efficiency and accuracy, accuracy is typically lower than that 
of payload-based classifiers. 
     The rest of the paper is embodied as section 2 represents 
the related work, section 3 defines the datasets, section 4 
elaborates the proposed classification algorithm, section 5 
defines the proposed work In Section 6 the result analysis The 
research is then concluded in section 7. 

2. Related Work

Intrusion detection system research has been conducted 
extensively [1][2][3][4][5] According to researchers [6] 
NIDS can be categorized as anomaly-based and signature-
based. By monitoring network activity and comparing it to 
the established trends of identified assaults or attacks, a 
signature-based surveillance system has the advantage of 
identifying existing assaults with an elevated rate of 
detection. However, according to scientists [7], it does a poor 
job of detecting fresh attacks or even variations of established 
assaults. An assault will be viewed as any deviation from 
these patterns of typical behaviour by an anomaly-based 
identification system. Because it can identify unknown 
threats, the anomaly-based technique has an edge in intrusion 
detection.  Since the functioning of ML is in reality in 
accordance with the premise of various methodologies by 
autonomous knowledge to boost efficiency, it has been 
determined to apply different theories as well as approaches 
for attack detection [8]. In order to characterize and 
categorize hostile cyber actions directed at Web systems, an 
ML-based methodology was put out [9][10][11] It was
discovered that supervised learning approaches accurately
identify between attack Web sessions. One of the most well-
liked research topics in this area right now is the main concern 
of attack detection. In order to identify communications
utilizing the Domain Generation Algorithm, [12] introduced
and explained the development of a fraudulent domain name
recognition system based on machine learning is therefore
possible to draw the conclusion that ML does in fact provide
cybersecurity insights and assist in the growth of various
strategies. Identifying the attack has traditionally been
viewed as an issue of categorization where receiving network
data is classified into an appropriate category, claim [13][14]

There have been numerous studies on these techniques, 
including support vector machines [15] decision trees [16]; 
SVM is becoming more prominent among the 
aforementioned methods due to its potential outcomes SVM 
is a kind of operational algorithms for the attacking problem 
when compared to other approaches. The expansion of a 
reliable, successful, and flexible intrusion attack has therefore 
been seen as the preferred option The proper employment of 
SVM has received a lot of attention recently, and numerous 
researchers have looked into compared between this kind of 
network, and can able to find out the correct performance 
measure. Moreover, SVM was contrasted with different 
classifiers and showed that it outperformed the other 
approaches by a wide margin. SVM is an appropriate method 
for identifying network intruders and its utility has been 
shown in numerous circumstances. SVM is the intrusion 
detection technique employed in our analysis in light of these. 
However, using SVM alone might not be sufficient to further 
enhance detection performance [Hackers are constantly 
looking for ways to break into the network and compromise 
systems. The repercussions are severe and may jeopardize the 
privacy of any host device linked to the network as well as 
passwords, bank login information, social security numbers, 
and medical records. Monitoring network data from 
anywhere is a major concern in the field of cybersecurity 
because many networks in use today feature remote access 
devices. Typically, the consumer will rely on the network of 
the service provider to secure the security of their equipment. 
The scopes of other works that describe how they capture 
MITM attack traffic are frequently quite constrained. To the 
best of our knowledge, several of these experiments use 
closed, artificial network environments for the deployment of 
their attacks. Their traffic frequently does not reflect all of the 
typical traffic kinds encountered on real networks. 
     Traffic must cover the majority of typical network usage 
in order to be deemed representative. Web browsing, file 
transfers, server contact, and multimedia streaming are 
examples of this, although they are not the only ones. Other 
studies oversimplify or concentrate on a specific network 
activity, such as conducting File Transfer Protocol (FTP) 
downloads for the attacker to intercept, as the type of data the 
attack targets. Several researchers have utilized the NSL-
KDD and KDD99 datasets as examples in their work. The 
majority of hybrid IDS systems train each planned model 
separately before simply averaging their results to produce 
final results. The results of the assessment show how effective 
it is at producing a large enough number of detections with 
high levels of accuracy (96.1%) and a false positive rate 
(3.3%). The Naive Bayes technique [17] produced a detection 
rate of 95% using 41 common features from the KDD99 
dataset after eliminating 90% of the instances of the standard 
features. 

3. Dataset

The NSL-KDD dataset was deployed in this study to illustrate 
the superiority of the suggested methodology. The 

EAI Endorsed Transactions on 
Scalable Information Systems 

Online First



 Digital Investigation of Network Traffic Using Machine Learning 
 
 
 

3 

KDD99[18] redundant training and test datasets, which have 
78% and 75% of repeated records, respectively, are quite 
large. The outcome of the establishment of an evaluation for 
much more accurate detection accuracy can be severely 
impacted by redundant data sets. The new NSL-KDD datasets 
are the outcome of the necessary KDD99 change. Table 1 
displays results on the decrease of redundant data in the KDD 
train and test sets, respectively, while Table 2 displays the 
specific distinctions between KDD99 with attack names and 
attack classes discovered in NSL-KDD 
 

Table 1. Results of repeated records in the KDD Set 
 

 

Table 2. NSL-KDD datasets contain four attack 
categories with relevant attack names. 

 
Attack Type Attack Name 
Denial of Service 
(DoS) 

back, land, Neptune, pod, 
smurf, 
teardrop 

Remote to Local 
(R2L) 

Guess password, ftp write, 
imap, 
phf, multihop, warezmaster, 
wareclient, spy 

User to Root 
(U2R) 

buffer overflow, 
loadmodule, perl, 
rootkit. 

Probing satan, ipsweep, nmap, 
portsweep. 

The following four broad categories were used by the NSL-
KDD dataset to group the various attacks: 
(i) Denial of Service (DOS): These are used to restrict 

approved users from using hosts' or networks' 
services. The major objective was to fully consume 
memory resources, which prevents users from 
accessing a system or network and makes it hard to 
fulfil legitimate   network requests.  

(ii) Remote to Local This one involves trying to get into 
an existing account from a different host. These sorts 
of assaults are associated with, the victim 
forwarding data packets to the target computer 
through the network without being able to see the 
computer's security flaws or having the same rights 
that a local user would have. 

(iii) User to Root (U2R): These are instances of system 
exploitation where an attacker logs in with restricted 
user privileges or regular user privileges and 
attempts to use system bugs to achieve privilege, for 
instance, via Perl, a rootkit, etc. 

(iv) Probe: Attacks known as "probes" scan computer 
networks or systems in an effort to gather 
information or identify vulnerabilities. Identification 
of the systems in a network that possesses known 
flaws that could be later used to compromise the 
system is the aim of this data collection. 

4. Proposed Classification Algorithm 

Based on the actions of cybercriminals, attack intention 
analysis deduces the purpose of an attack. In addition to 
giving more information about the cybercrime's proof and the 
attacker's conduct, which facilitates the identification of the 
offender. 
     When an attack is expected and the attacker's intended 
target is known, the attack intention is identified. 
Determining the underlying goals of current cyberattacks is 
becoming more and more difficult due to their complexity. 
Even specialists have trouble figuring out the entryway. An 
attacker employs tools to hide or camouflage his patterns 
from his victims and follows a logical set of steps to complete 
his purpose. Pattern recognition is more difficult in network 
systems with a variety of attack tactics. For instance, false 
positive or false negative reading errors are the main problem 
in IDS, especially in misuse-based and anomaly-based 
detection, as described by [19].  
     The alternate method builds the attack automatically using 
a graph from the checking model The strength of this 
paradigm, according to Qin and Lee [20][21][22] is its 
effectiveness in evaluating protocols. This paradigm has 
restricted scalability but is also more reliable than other 
approaches like simulation or theorem methodologies. The 
researchers presented a method for creating attack path 
graphs in order to identify invasive intentions. They arrived 
at the conclusion that the suggested strategy is inadequate and 
only catches the initial phases of attack intention. The 
researchers also found that the attack's vulnerability is 
dependent on its goal, demonstrating that the method is 
inadequate for large volumes of data. 
    The limitations of security sensors and network monitoring 
technologies, in summary, make attack observation imprecise 
and challenging to comprehend [23] The cloud-based [24] 
attack trees can be analyzed to forecast a group of attack 
libraries that are related to the attack graphs and represented 
by a collection of graphs. This method's manual 
implementation. 
 
 
 
 

 Original data 
Records 

Distinct data 
Records 

Decrease 
Rate 

Attacks 3,925,650 262,178 93.32% 

Normal 972,781 812,814 16.44% 

Total 4,898,431 1,074,992 78.05% 
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4.1 Network forensics' detection of intentions 

K – Nearest Neighbor (KNN)  
It is an approach for dividing a dataset into sets according to 
whether an attack was malicious or not, using the closest 
mean. Realistic forecasts may only be made with past 
training. In this case, the K-nearest neighbor technique was 
used to identify the K neighbors that needed to be classed. 
The likelihood of each attribute in the K neighbors was then 
determined as the attribute's weight. 
Euclidean distance can be measured as  
 
Distance (A1 A2) = �∑ (𝑎𝑎1𝑖𝑖 − 𝑎𝑎2 𝑖𝑖)^   2 𝑛𝑛

𝑖𝑖=1      (1) 

Support Vector Machine (SVM) 
The SVM is a margin-based method of classification that 
maximizes class separation while adhering to the idea of 
structural risk reduction. As a result, SVM has excellent 
generalization abilities and is resistant to overfitting 
problems. SVM has the ability to do novelty detection. Each 
support vector's weight w from x can be calculated as follows:  

 
X = ∑ 𝑦𝑦𝑖𝑖𝑚𝑚

𝑖𝑖=1   ∗    𝑤𝑤𝑗𝑗  ∗   𝑆𝑆𝑖𝑖𝑆𝑆 (𝑥𝑥 ,𝑣𝑣𝑖𝑖   )             (2) 
Where,   (𝑥𝑥 , 𝑣𝑣𝑖𝑖) is the similarity between x and 𝑣𝑣𝑖𝑖     

Naïve Bayesian Classifier (NBC) 
The assault packet type is identified using a Naive Bayesian 
technique by computing the posterior probability. Depending 
on the feature, Naive Bayesian is utilized to categorize 
various anomalies. Mathematical expressions of this sort of 
classifier are represented in the subsequent straightforward 
manner: 

Gain (D | B) = H(D) - ∑ | 𝐷𝐷𝑣𝑣|
𝐷𝐷𝑣𝑣 ∈𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣         (3) 

5. Proposed Work 

A number of different approaches are combined in the 
ensemble learning approach in order to learn with greater 
precision than each of the systems. Similar to this, reached 
the executed outcomes by combining the output of the 
classifiers using various attack approaches. An ensemble 
technique brings a group of students together for data 
processing. 

To combat this DDoS attack, here we generate a proposed 
framework The design of the suggested model is viewed in 
Figure 1. 

 
Figure 1. Proposed System Architecture 

 
Figure 1 describes the proposed system. We filter the dataset 
using a number of cascade classifiers built on the 
characteristics of the machine learning techniques. The SVM 
algorithm can yield more accuracy when employed as a 
binary classifier since it can show greater accuracy on huge 
datasets. Figure 1 illustrates how the ensemble blending 
detects the attack based on the classifier. The Naive Bayesian 
classifier (NBC) and KNN are next trained to determine the 
type of attack using the filtered dataset from the earlier stage. 
The RMSE has also been used to detect DDoS assaults.  

6. Experimental Analysis & Evaluation 

Machine learning modules for Python were used to 
implement the model. The framework is split into two parts, 
the first of which involves training the SVM and the second 
of which involves training the Naive Bayesian classification 
method. Performance analysis was done using an approach 
based on percentages (70% training dataset and 30% testing 
dataset). A 10-fold cross-validation approach was deployed 
to assess the second phase of the Bays algorithm's 
effectiveness. 
The true positive rate (TPR) and the false positive rate (FPR) 
for various threshold values can be estimated in order to 
assess our suggested methodology. We consider the 
following metrics while evaluating the framework's 
efficiency. The confusion matrix also known as the 
contingency table, is shown in Table 3 and contains a list of 
the classification findings. The number of persons who were 
reported as true positives when they weren't is shown in the 
True Positive box in the upper left corner. The number of 
samples that were falsely labeled as positive when they were 
actually negative is shown in the False-positive lower right 
cell. False-negative counts the number of people who were 
wrongly included in the sample as true. 
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Table 3. Confusion Matrix 
 

 Condition 
Positive 

Condition 
Negative 

Predicted 
Condition 
Positive 

True Positive False Positive 

Predicted 
Condition 
Negative 

False Positive True Positive 

 
The receiver operating characteristic curve (or ROC curve) is 
obtained by manipulating the true positive rate for numerous 
cut points against the false-positive rate [25] Because any 
gain in sensitivity would be followed by a fall in specificity, 
ROC makes the trade-off between normal and attack evident. 
The test would be conducted with more accuracy the closer 
the curve maintains both the top and left borders of the ROC 
space. In Table 4 the accuracy analysis is described. 

 
 

Table 4. Analysis of accuracy for Dataset 1 attack 
packet detection 

 
In the suggested hybrid approach, we employ the SVM in the 
initial stage to more accurately identify attack packets in the 
network than other techniques. Table 4 displays the values for 
the metrics for Dataset 1, whereas Table 5 displays the 
performance metrics for Dataset 2. As seen in Tables 4 and 5, 
SVM provides superior accuracy than NBC and KNN 
algorithms.  
     For the experimentation dataset, certain occurrences are 
chosen. dataset1 and dataset 2 are two subsets. from the 
original dataset, and dataset 2.  

 
Table 5. Analysis of accuracy for dataset 2 attack t 

packet detection 
 

 

Figure 2 displays the proposed method's accuracy in 
identifying anomalies. 

 

 

Figure 2.  Accuracy in identifying attacks 
 
7. Conclusion 

 
Over the past year, numerous researchers have been working 
on anomaly identification in a variety of domains. In this 
research, we emphasized the importance of identifying 
anomalies in network packets. We developed a machine 
learning-based approach to network anomaly identification. 
We showed the current methods for identifying abnormal 
users in networks after sequentially defining anomaly 
detection. Crucially, our method shows promise for real-
world Network Forensic applications since it can find 
abnormal patterns that the trained model missed. Detecting 
distributed denial-of-service attacks is the trickiest difficulty 
in cloud computing. DDoS attacks, which bombard the target 
with a lot of traffic, could bring the system down. Attackers 
carry out undetectable application-layer DDoS attacks by 
pretending to be actual customers. 
In this work, we suggested an effective system for Attack 
packet detection and kind of attack detection simultaneously 
in order to address some issues from earlier research. This 
system was based on the provided feature list. The approach 
takes into account proactively capturing network packets and 
subjecting them to an attack packet classification algorithm 
based on SVM. Also, we thoroughly compared our suggested 
strategy to various approaches that are already in use using 
both real and simulated data. 
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