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Abstract 
 
Emotion recognition is an immense challenge for immersive technology. In order to detect the emotions of the user, we use 
machine learning methods and techniques to use the potential of the Virtual Environment and to improve the user Experience. 
Emotion recognition plays an important role in developing realistic and emotionally immersive experiences in augmented 
reality (AR) and virtual reality (VR) settings by instantly adjusting interactions, content, and visuals based on the accurate 
detection and interpretation of users’ emotions. Immersive systems can enhance user experience through various machine 
learning algorithms and methods used for emotion recognition, which are examined in this article. Upon novel idea, challenges 
and potential applications of incorporating emotion recognition in immersive virtual environments with Machine Learning 
(ML) Techniques and the benefits of tailoring powerful immersive experiences with ML methods were highlighted, and also 
the study discusses potential advancements in identifying the user’s emotion recognition in the future by modeling an 
Architecture, as well as how the ML techniques were enhanced for virtual environment is discussed. 
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1. Introduction 

 The combination of Virtual Reality (VR) and Machine 
Learning (ML) has created new opportunities for improving 
emotion recognition in realistic virtual settings. The process 
of identifying and interpreting human emotions allows for a 
deeper comprehension of user experiences and more tailored 
and interesting interactions. We can leverage the power of 
data analysis to precisely detect and understand emotions 
from various sources, including facial expressions, voice 
inflections, and physiological signals, by utilizing ML 
techniques like Deep Learning (DL) and pattern recognition 
algorithms [1,2,3]. This study investigates how ML might 
improve emotion recognition in virtual settings, highlighting 
the advantages, difficulties, and potential directions in this 
fascinating and quickly developing area. Due to the potential 
uses it could have in a wide range of fields, emotion 
identification in virtual environments has attracted a lot of 

attention. By adjusting the game's difficulty, plot, and 
graphics to correspond to the player's emotional state, for 
instance, the capacity to recognize and respond to players' 
emotions can improve the gameplay experience. In 
educational contexts, emotion detection can offer useful 
insights about students' involvement, assisting in optimizing 
instructional material and the appropriate adaptation of 
teaching methods. Furthermore, by offering immersive and 
regulated exposure situations, virtual worlds combined with 
emotion detection might help treat psychological illnesses like 
anxiety and phobias in therapeutic applications [4,5,6]. In 
order to improve emotion recognition in virtual worlds, ML 
is essential. 

 
Convolutional Neural Networks (CNNs) and Recurrent 
Neural networks (RNNs), two types of DL algorithms, have 
proven to be remarkably effective at learning and recognizing 
complicated patterns from big datasets [7]. These algorithms 
can be trained on emotional data that has been labeled in order 
to create models that correctly categorize and understand 
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emotions. For instance, CNNs can extract facial traits that are 
indicative of particular emotions from facial expressions 
taken by virtual avatars or head-mounted displays. The 
processing of sequential data, such as voice recordings or 
physiological signals, using RNNs, on the other hand, enables 
the identification of temporal patterns linked to various 
emotional states [8]. But in order to fully realize the potential 
of ML in immersive emotion recognition, a number of issues 
must be resolved. The lack of annotated emotion datasets 
related to virtual worlds is one of the main problems. For 
effective ML model training, large-scale datasets that include 
a range of emotional states and virtual scenarios must be 
gathered and labeled. Additionally, by combining different 
sources of emotional cues, such as voice, physiological 
signals, and facial expressions, multimodal data fusion can 
improve the precision and resilience of emotion identification 
systems [9]. The integration of ML with VR presents 
intriguing possibilities for improving emotion recognition in 
virtual settings. The ability to effectively perceive and react 
to user emotions can be unlocked by utilizing ML 
approaches, creating more individualized, captivating, and 
immersive experiences. To advance the discipline, it is 
essential to overcome issues with dataset accessibility and 
multimodal data fusion. With more study and development, 
ML-based emotion detection systems have the potential to
revolutionize a variety of industries, including gaming,
education, and treatment, as well as virtual worlds.
The main goal of this study is to investigate how ML
techniques can be used to recognize emotions in immersive
media. The study's specific objectives are to:

• Examine cutting-edge ML methods and algorithms
for emotion recognition in immersive environments.
• Evaluate how ML-based emotion recognition.
affects augmented and VR user experiences.
• Examine the possible uses and advantages of
incorporating emotion recognition into immersive technology
across industries like gaming, education, healthcare, and
communication.
• Describe the difficulties and restrictions involved in
integrating emotion recognition powered by ML into
immersive technology.
• Make suggestions and future research directions to
address the issues found and advance the field.

2. Related Works

 Immersive technologies like AR and VR have attracted a 
lot of attention recently and are being used more and more 
frequently in a variety of fields [10]. These technologies 
simulate virtual environments that can be erroneous for the 
real thing to give users engrossing and interactive 
experiences [11]. The identification and integration of 
users' emotions is one aspect of immersive technology that 
has yet to receive much attention [12]. Our overall 
experience and engagement are greatly influenced by our 
emotions, so incorporating emotion recognition into 
immersive technology has great potential to improve user 

experiences. In order to create personalized and 
emotionally compelling immersive experiences, this 
research looks into the use of ML techniques in emotion 
recognition within immersive technology [13,14]. To create 
immersive experiences that connect with users on a deeper 
level, one must be able to identify and interpret human 
emotions. By adapting content, interactions, and visuals 
based on the user's emotional state, systems using emotion 
recognition can create more unique and interesting 
experiences. However, there is still a big problem with how 
to incorporate emotion recognition in immersive technology. 
Traditional techniques frequently have trouble capturing the 
complex and dynamic nature of emotions at the moment. A 
promising solution is provided by ML techniques, which 
use algorithms to analyze body language, voice tones, and 
facial expressions in order to accurately and instantly 
recognize emotions in immersive environments. This study 
focuses on how immersive technologies, such as AR and 
VR, can recognize emotions using ML techniques. The 
study looks at how facial expressions, voice tones, and 
body language can be analyzed using ML algorithms to 
identify emotions. The recognition of emotions is a difficult 
task in and of itself, and achieving perfect accuracy may be 
difficult. The collection and processing of user data in 
immersive environments will also take into account ethical 
issues and privacy concerns [15]. The study recognizes that 
both ML and immersive technology are evolving and that 
the availability of sufficient computational resources and 
datasets may have an impact on the scope of the research. 
This research article aims to advance personalized and 
emotionally compelling experiences by examining the 
integration of ML-based emotion recognition in immersive 
technology. The results will inspire additional research and 
development in this fascinating and quickly developing 
field and offer insightful information about the potential of 
ML in enhancing immersive technologies [16]. 

3. Methods and Algorithms for Emotion
Recognition

 This section discusses the various Algorithms in ML 
Suitable for Emotion Recognition in Immersive Technology 

3.1. Facial Expression Analysis 
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Figure 1. Facial Expression Analysis Algorithms to use in the 
Immersive Virtual environment of a typical wireless sensor 

node. 

In immersive technology, facial expression analysis is a 
common method for identifying emotions. Deep neural 
networks and other ML algorithms can analyze facial 
expressions and features to identify and categorize a range of 
emotions, including happiness, sadness, anger, surprise, and 
more. Advanced methods for capturing subtle changes in facial 
muscles that enable accurate emotion recognition include the 
Facial Action Coding System (FACS) [17,18] and geometric 
facial landmark detection [19], which are suitable for 
identifying the facial expression of the user undergoing virtual 
environments.Fig.1. Shows the Possible Algorithms for facial 
expression in VR Environment 

3.2. Voice Tone Analysis 
 

 

Figure 2. Feasible Method for Voice Tone Analysis in an 
Immersive Environment 

To identify emotional cues in user voices, voice tone 
Analysis is used. To determine emotional states, ML 
algorithms can examine speech patterns, pitch, intonation, 

and other vocal traits. Voice tone analysis can accurately 
identify emotions like happiness, anger, fear, and more by 
using techniques like acoustic modeling [20] and prosody 
analysis [21], which makes the experience more immersive 
and interactive. Consider a Scenario when a user fears for 
the VR Situation and starts to Scream. We use Voice Tone 
Analysis to identify the Nature of Sound. Fig.2. Shows the 
Possible Voice Tone Algorithms that can be used in a 
Virtual Environment. 

3.3. Body Language Analysis 

 

Figure 3. Feasible ML Method for Body Language Analysis 
in an Immersive Environment 

 
Body language analysis refers to the process of recording 
and deciphering users' gestures, postures, and movements in 
order to infer their emotional states. Computer vision 
techniques [22] or skeletal tracking data analysis [23] can be 
used by ML algorithms to identify patterns and gestures that 
are related to various emotions. This analysis increases the 
overall authenticity and realism of the user experience by 
providing a further layer of context for emotion recognition 
in immersive environments. Fig.3. Depicts the Possible 
Algorithms to identify the position of the user in an 
immersive environment. 

3.4. Data Gathering and Emotion Recognition 
Annotation 

The availability of high-quality, annotated data is essential 
for accurate emotion recognition. The process of gathering 
and annotating emotional data for immersive technology 
entails recording multimodal data, such as body movements, 
voice recordings, and facial expressions, and labeling it with 
the appropriate emotional states. Controlled experiments, 
surveys, or the use of pre-existing emotion datasets can all be 
used to collect this data. The effectiveness and 
generalizability of the emotion recognition algorithms within 
immersive environments are guaranteed by careful data 
collection and annotation processes [24]. 
 

EAI Endorsed Transactions on 
Scalable Information Systems 

Online First



Abinaya M and Vadivu G 

4 

4. Machine Learning Methods for Emotion
Recognition

4.1.  Techniques for Supervised Learning 

Table 1. ML Approaches for Emotion Recognition 

Techniques Methods Applications 

Supervised Learning 

SVM 

CNN 

RNN 

Gaming (Adaptive 
Game) 
Education (Personalized 
Learning) 
Healthcare 
(patient monitoring) 

Unsupervised and Clustering Algorithms Gaming 
(behavior analysis) 

Semi-Supervised Learning Generative Adversarial Networks Healthcare 
(mental health assessment) 

Transfer Learning Techniques for leveraging Education (knowledge 
transfer) 

Domain Adaptation pre-trained models across domains Healthcare 
(cross-domain emotion recognition) 

Gaming 
Ensemble Methods Techniques for combining multiple (emotion-driven narratives) 

Models for improved performance 
Model Fusion Healthcare 

(accurate emotion recognition) 

Support Vector Machine(SVM) 
SVM is a well-liked algorithm for supervised learning that is 
used to identify emotions. It converts the input features to a 
high dimensional space and locates the best hyperplane to 
maximize the separation between the various emotional 
classes. SVMs have been used to identify emotions with 
success, especially when working with structured data like 
acoustic or facial landmarks. They can manage both linear 
and nonlinear decision boundaries and have good

 Generalization abilities [25]. 

Convolutional Neural Network(CNN) 
CNNs have proven to be incredibly effective at a number of 
computer vision tasks, including emotion recognition. 
Using convolutional and pooling layers, CNNs 
automatically learn hierarchical representations from 
unprocessed input data, such as facial images [26]. In order 
to classify emotions, they extract pertinent features and 
capture spatial dependencies. VGGNet, ResNet, and 
InceptionNet are a few CNN-based architectures that have 
demonstrated promising results in recognizing facial 
expressions of emotion. 

Recurrent Neural Network(RNN) 
RNNs have been successfully used in emotion recognition 
tasks involving time-dependent data, such as speech signals 
or continuous video frames. They are well-suited for 

sequential data analysis. RNNs can model temporal 
dependencies and gather long-term contextual data by 
utilizing recurrent connections [27].In order to capture 
temporal dynamics and achieve cutting- edge performance, 
architectures like Long Short Term Memory (LSTM) and 
Gated Recurrent Unit (GRU) have been widely used in 
emotion recognition applications. 

4.2. Techniques for Supervised and Semi-
Supervised Learning 

Clustering Algorithms 
When using immersive technology, unsupervised learning 
methods like clustering algorithms can be used to recognize 
emotions. Without any labeled information, clustering 
algorithms combine similar data points based on their 
features. They can spot emotional clusters and find hidden 
patterns in the data. When used in immersive environments, 
methods like k-means, hierarchical clustering, and Gaussian 
mixture models can be used to identify emotional patterns 
and offer insights into user experiences. 
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Table 2. Integration of Emotion Recognition in Immersive 

Generic Adversarial Networks (GAN) 
Unsupervised learning models called GANs have two parts: a 
generator and a discriminator. GANs are capable of 
producing artificial data that closely resembles actual 
emotional data. The performance of emotion recognition 
models can be enhanced by using GANs to supplement 
already labeled datasets or create new training examples [28]. 
GANs have demonstrated promise in producing emotional 
content and realistic facial expressions for immersive 
technology applications. 

Transfer Learning and Domain Adaption 
Transfer learning is the process of applying knowledge 
gained from one field or task to a different field or task that is 
closely related. Pre-trained models that have been optimized 
or used as feature extractors for emotion classification in  
immersive technology can be learned from large-scale 
datasets like ImageNet. Transfer learning increases 
generalization abilities while reducing the need for large 
amounts of labeled data in the target domain. 

Ensemble Methods and Techniques for Model 
Fusion  
Ensemble methods combine various individual models to 
produce predictions that are more accurate. By combining 
predictions from multiple base models, each trained on a 
different subset of the data or using a different feature 
representation, ensemble methods can be used to enhance 
classification performance in emotion recognition. In 
immersive environments, model fusion techniques like 
majority voting, weighted averaging, or stacking can be used 
to combine individual model outputs and improve the overall 

accuracy of emotion recognition [29]. Table 1 depicts the 
machine learning approaches for emotion recognition. 

5. Emotion Recognition in Immersive
Technology Integration

Researchers can enhance emotion recognition in immersive 
technology by using these ML approaches, which combine 
ensemble methods, supervised, unsupervised, semi-
supervised, and transfer learning techniques. Every method 
has its own benefits and helps build reliable emotion 
recognition systems, enabling more interesting and 
emotionally relevant immersive experiences. Table 2 depicts 
the Integration of Emotion Recognition in Immersive 
Technology. 

5.1 Real Time Emotion-Recognition 

By incorporating real-time emotion recognition into 
immersive technology, content, and interactions can be 
immediately and dynamically altered according to the user's 
emotional state. Immersive systems are able to identify and 
interpret emotions as they are expressed by utilizing ML 
algorithms that analyze voice tone, body language, and facial 
expressions in real-time. As a result, the virtual environment 
can be timely adjusted to match the user's emotional 
experience by changing visuals, sound effects, or narrative 
components. The responsiveness and authenticity of the 
immersive technology are improved by real-time emotion 
recognition, creating a more immersive and engaging user 
experience. 

5.2 Adaptive Content and Interaction 

The use of immersive technology to recognize emotions 
creates new opportunities for interactive and adaptive 
content. The system can dynamically modify the content and 
interaction patterns to produce a more tailored and 
emotionally resonant experience by continuously tracking 
and analyzing users' emotions. For instance, depending on the 
player's emotional investment and level of interest, the 
challenge or the narrative elements in a game scenario can be 
changed. The content delivery in educational applications can 
be tailored based on the learner's emotional state, ensuring a 
more efficient and interesting learning process. User agency, 
immersion, and emotional connection are all fostered by 
adaptive content and interaction, which ultimately improves 
the user experience [30]. 

Techniques Applications 

Real-time Emotion 
Recognition 

Gaming (dynamic game 
mechanics) 
Healthcare (real-time 
therapy) 

Adaptive Content and 
Interaction 

Education (adaptive 
learning) 
Social Interactions 
(empathetic 
communication) 

Personalization and User 
Experience Enhancement 

Entertainment 
(immersive 
storytelling) 
Healthcare 
(personalized 
therapy) 
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Figure 4. Based on the research study, a model architecture for integrating ML with immersive technology 
for emotion recognition has been developed 

5.3 Personalized and Improved User 
Experience 

Individual users can have personalized and catered 
experiences through the integration of emotion recognition 
within immersive technology. Immersive systems can 
adjust and personalize the content, setting, and interactions 
to suit each user's particular needs and preferences by 
comprehending their emotional states, preferences, and 
reactions. The emotional bond between the user and the 
virtual environment is strengthened thanks to 
personalization, which boosts engagement, enjoyment, and 
satisfaction. Immersive technology can learn and improve 
its responses over time by utilizing ML algorithms, further 
improving personalization and user experience. By 
incorporating emotion recognition into immersive 
technology, it is possible to design intensely immersive, 
emotionally impactful, and long-lasting experiences that 
are tailored to the unique needs of each user [31]. 
Immersive technology can change the user experience by 
aligning with users' emotions and generating more 
engaging and emotionally impactful interactions. This is 
accomplished by integrating real-time emotion recognition, 
adaptive content and interaction, and personalized 
experiences. Using immersive experiences to evoke 
particular emotions, improve emotional well-being, and 
offer a more enriching and customized user experience, 
this integration opens up new possibilities for 
entertainment, education, therapy, and various other 
domains [32,33]. Fig 4 represents the integration of ML 
with Immersive Technology is Depicted. 

6. Applications and Benefits

6.1 Gaming and Entertainment 

By generating more immersive and emotionally 
compelling experiences, immersive technology 
revolutionizes the gaming and entertainment industries. 
Games can dynamically change their difficulty setting, plot 
lines, character interactions, and audiovisual effects to 
increase player engagement and emotional connection. 
This is done by detecting and responding to users' 
emotions in real-time. As a result of games adapting to 
players' emotional responses, personalized and engrossing 
experiences are made possible by emotion recognition. The 
addition of emotion recognition to multiplayer games can 
also improve social interactions by, for example, detecting 
and reflecting players' emotional states during cooperative 
or competitive gameplay. 

6.2 Education and Training 

The implementation of immersive technology in 
education and training has important implications for 
emotion recognition. Immersive educational applications 
can customize content delivery, pacing, and feedback to 
improve learning outcomes by analyzing learners' 
emotional states. Personalized support and modifications 
to the learning environment can be made in response to a 
student's engagement, frustration, or boredom. 
Recognizing emotions can also help teachers evaluate 
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students' affective states, pinpoint problem areas, and 
implement targeted interventions. In disciplines like 
healthcare, aviation, and emergency response training, 
immersive simulations and VR training programs can use 
emotion recognition to improve trainees' engagement, 
motivation, and skill acquisition. 

6.3 Healthcare and Therapy 

Immersive technology's ability to recognize emotions has 
promising therapeutic and medical uses. In VR settings, 
exposure therapy can take place in secure and regulated 
environments where emotion recognition can keep track of 
and control patients' levels of anxiety or fear during 
therapy sessions. When a user is experiencing stress, 
anxiety, or depression, emotion-aware virtual coaches or 
companions can help by tailoring their support and 
interventions. By adjusting virtual exercises or gamified 
therapies to patients' emotional needs in rehab settings, 
emotion recognition can increase their motivation and 
engagement. Additionally, emotion recognition can help 
medical professionals keep track of their patient's 
emotional health and spot early indications of mental 
health issues. 

6.4 Social Interactions and communications 

Immersive technology that recognizes emotions promotes 
more organic and sympathetic social interactions and 
communication. Richer and more emotionally expressive 
telepresence is made possible by the ability of VR 
environments to record user emotional expressions and 
transmit them to other participants. By recognizing and 
expressing users' emotions through digital avatars or 
animated characters, emotion recognition can improve non-
verbal communication. Emotion recognition can be 
incorporated into social VR platforms to produce 
emotionally compelling social experiences, fostering 
deeper connections and empathy among users. 
Additionally, emotion recognition can support more 
nuanced and context-aware interactions in digital 
environments by helping to identify and address emotional 
cues during online communication. The transformative 
potential of incorporating emotion recognition within 
immersive technology across various domains is 
highlighted by these applications. Immersive experiences 
become more individualized, compelling, and emotionally 
resonant when they recognize and respond to users' 
emotions. This enhances user satisfaction, learning 
outcomes, therapeutic effectiveness, and social 
interactions. The advantages of emotion recognition in 
immersive technology will probably increase as the 
technology field develops, opening up new avenues for 
emotional health and human-computer interaction. 
 
 

7. Challenges and Future Direction 

7.1 Ethical Considerations and Privacy 
Issues 
 

The integration of emotion recognition in immersive 
technology raises ethical concerns regarding data privacy, 
informed consent, and potential misuse of personal 
emotional information. Ensuring that users' emotional data 
is collected and processed securely, with clear consent 
mechanisms, is crucial. Additionally, protecting user 
anonymity and preventing unauthorized access to 
emotional data is paramount. Ethical guidelines and 
regulations need to be established to address these 
concerns and promote the responsible use of emotion 
recognition technology. 

7.2 Robustness and Generalization 

Emotion recognition systems in immersive technology 
must demonstrate robustness and generalization across 
diverse user populations, environmental conditions, and 
cultural contexts. Models trained on limited datasets may 
struggle to recognize emotions accurately outside their 
training distribution, leading to biases and inaccuracies. 
Developing robust and generalizable algorithms requires 
large, diverse, and well-annotated datasets representing 
various demographics and emotional expressions. 
Additionally, improving the adaptability of models to 
different cultural norms and individual differences is 
crucial for effective emotion recognition in immersive 
technology. 

7.3 Multimodal Emotion Recognition 

Emotions are multimodal in nature, involving facial 
expressions, voice tone, body language, and physiological 
signals. Advancing multimodal emotion recognition in 
immersive technology requires an effective fusion of data 
from multiple modalities. Integrating and synchronizing 
different sensors and technologies to capture and analyze 
multimodal data presents technical challenges. Developing 
robust fusion techniques that can leverage complementary 
information from various modalities is essential for 
achieving accurate and comprehensive emotion recognition 
within immersive environments. 

7.4 Real-World Deployment and User 
Acceptance 

For emotion recognition in immersive technology to make 
a significant impact, it needs to be seamlessly integrated 
into real-world applications and gain user acceptance. 
Deploying emotion recognition systems in real-world 
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scenarios involves considerations such as computational 
efficiency, hardware requirements, and user interface 
design. Emotion recognition technology must be user-
friendly, nonintrusive, and seamlessly integrated into 
existing immersive platforms to encourage adoption and 
acceptance. Understanding user preferences, expectations, 
and concerns regarding emotion recognition in immersive 
technology is vital for successful deployment and 
widespread acceptance. In the future, addressing these 
challenges will pave the way for advancements in emotion 
recognition within immersive technology. By addressing 
ethical considerations, improving robustness and 
generalization, advancing multimodal approaches, and 
ensuring real-world applicability, emotion recognition in 
immersive technology can become more reliable, accurate, 
and user-friendly. This will facilitate its integration into 
various domains, such as healthcare, education, 
entertainment, and communication, leading to more 
emotionally intelligent and immersive experiences. 
Ongoing research, collaboration, and interdisciplinary 
efforts are essential to drive the future directions of 
emotion recognition in immersive technology develops, 
opening up new avenues for emotional health and human-
computer interaction. 

8. Conclusion 

Algorithms for analyzing face, voice, and body language in 
an immersive virtual environment were discussed. After 
Reviewing various research articles, we learned that ML 
was used for immersive technology to recognize the user's 
emotions in a virtual environment to avoid Challenges and 
to Recognise the user's feelings for identifying Social 
Anxiety Conditions in some Situations. Transfer learning, 
ensemble methods, supervised learning methods such as 
SVM, CNN, RNN, unsupervised and semi- supervised 
learning methods, and GAN are also Possible methods in 
Recognition of Emotions. Emotion Recognition would 
enhance the immersion and emotional impact of games, 
educational and other Purposes are enlightened in many 
Research Articles. Based on the study, Future research also 
discussed improving emotion recognition in immersive 
technology by addressing ethical and privacy concerns. 
Morality, individual choice, and privacy are all important 
considerations, and also biases and errors are eliminated by 
using robust, generalized emotion recognition models. All 
these are possible with well- annotated datasets from 
different groups and backgrounds. Research into 
multimodal emotion recognition is also important for 

Emotion identification in virtual Environments. By 
simultaneously recording and analyzing facial expressions, 
voice tones, body language, and physiological signals, 
emotion recognition systems would become more accurate 
and thorough through ML methods and techniques found 
in this article. 
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