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Abstract

INTRODUCTION: Vulnerability detection is crucial for preventing severe security incidents like hacker attacks, data breaches, and network paralysis. Traditional methods, however, face challenges such as low efficiency and insufficient detail in identifying code vulnerabilities.

OBJECTIVES: This paper introduces E-GVD, an advanced method for source code vulnerability detection, aiming to address the limitations of existing methods. The objective is to enhance the accuracy of function-level vulnerability detection and provide detailed, understandable insights into the vulnerabilities.

METHODS: E-GVD combines Graph Neural Networks (GNNs), which are adept at handling graph-structured data, with residual connections and advanced Programming Language (PL) pre-trained models.

RESULTS: Experiments conducted on the real-world vulnerability dataset CodeXGLUE show that E-GVD significantly outperforms existing baseline methods in detecting vulnerabilities. It achieves a maximum accuracy gain of 4.98%, indicating its effectiveness over traditional methods.

CONCLUSION: E-GVD not only improves the accuracy of vulnerability detection but also contributes by providing fine-grained explanations. These explanations are made possible through an interpretable Machine Learning (ML) model, which aids developers in quickly and efficiently repairing vulnerabilities, thereby enhancing overall software security.

Received on 07 February 2024; accepted on 20 March 2024; published on 21 March 2024

Keywords: vulnerability detection, graph neural network, pre-trained model, interpretable machine learning

Copyright © 2024 H. Wang \textit{et al.}, licensed to EAI. This is an open access article distributed under the terms of the CC BY-NC-SA 4.0, which permits copying, redistributing, remixing, transformation, and building upon the material in any medium so long as the original work is properly cited.

doi:10.4108/eetsis.5056

1. Introduction

Cyberspace security is increasingly becoming a focal point of global concern, with a burgeoning body of research emerging to tackle cyber threats [1–4]. In recent years, the surge in software vulnerabilities has significantly impacted software development and maintenance. To combat this, machine learning (ML) [5] and deep learning (DL) [6] have been applied to vulnerability detection, treating it as a binary classification task. Traditional methods depended on manual feature extraction, which is inefficient for the constantly evolving code libraries. In contrast, DL, especially graph-based DL techniques using graph neural networks (GNNs), has shown promise by learning from code structures to detect vulnerabilities. However, these techniques still face challenges in the preprocessing of source code and in providing detailed, actionable insights. The high heterogeneity and dynamism of code require complex and dynamic preprocessing processes. This not only increases the workload before model training but may also affect the model generalizability and accuracy. Moreover, although existing technologies can identify potential vulnerabilities, they rarely provide sufficient information to explain the specific reasons behind the vulnerabilities or offer targeted repair suggestions, limiting their practical utility in the actual development process.

To overcome these limitations, we introduce E-GVD, an advanced GNN-based methodology that interprets...
programming languages by converting source code into graph structures, with tokens as nodes and their relations as edges. Utilizing the GraphCodeBERT model for code representation and graph convolutional network (GCN) layers for deep learning, E-GVD enhances vulnerability detection. It employs various pooling strategies for graph embedding and leverages GNNExplainer for interpretable, fine-grained analysis, pinpointing specific vulnerability locations, thus offering a practical and transparent solution for software security.

The main contributions and work of this paper are summarized as follows.

First, we introduce E-GVD, a more sophisticated GNN-based vulnerability detection method integrated with the interpretability technology of GNNExplainer. The model conducts vulnerability detection at a coarse-grained, function level. Additionally, it offers detailed explanations for the predictions. These explanations are provided through an optimized model framework combined with the interpretability of machine learning.

Second, in coarse-grained vulnerability detection, we incorporate the consideration of local programming logic. This is achieved by efficiently transforming the source code into a graph representation, thereby reducing hardware resource consumption. Furthermore, we employ advanced programming language (PL) pre-trained methods and residual connections, whose synergy significantly enhances the capability of the model in vulnerability detection.

Third, through simulation experiments, we have demonstrated the effectiveness of E-GVD in both vulnerability detection and interpretability. Compared to existing technologies, E-GVD exhibits higher efficiency and accuracy when processing real-world vulnerability data samples. It provides in-depth explanations for vulnerability detection, aiding in the precise localization of vulnerabilities.

2. Related Work

2.1. Vulnerability Detection Based on Deep Learning


However, these algorithms can mostly only predict whether the source code at the block or function level is vulnerable, and cannot provide more comprehensive location information related to the vulnerability. In view of this issue, we attempt to integrate interpretable techniques, which have been widely applied in various domains [16, 17], on top of function-level vulnerability detection methods, thereby providing information related to vulnerability code lines while ensuring the performance of vulnerability detection.

2.2. Graph Neural Networks

Graph Neural Networks (GNNs) have advanced significantly with deep learning, showing remarkable performance in diverse fields [18–20]. GNN-based models for vulnerability detection fall into graph classification and regression categories. In 2020, Cui et al. [21] used code similarity to detect vulnerabilities based on Weighted Feature Graphs (WFGs). In 2021, Cao et al. [22] proposed a model using Bidirectional Graph Neural Network (BGNN) to detect vulnerabilities that leverages “back edges” to differentiate vulnerable from normal code. In 2022, Yin et al. [23] introduced MAGCN, which formulates vulnerability coexploitation behavior discovery as a link prediction problem between vulnerability entities. In 2023, Wang et al. [24] proposed a vulnerability detection method named VulGraB, based on graph embedding and bidirectional gated graph neural network (BiGGNN).

Although graph representations effectively convey the logic and structure of source code, the complex preprocessing steps in existing methods are both time-consuming and challenging to implement when dealing with large volumes of open-source code. Our work leverages advanced pre-trained models to streamline this process, effectively initializing node feature vectors to obtain high-quality code embeddings.

3. The Proposed Algorithm E-GVD

3.1. Problem Definition

For coarse-grained vulnerability detection methods, we create a graph $g = (V, X, A) \in G$ for each provided source code function $c_i$ consisting of $V$ as the set of $m$ nodes and $X \in \mathbb{R}^{m \times d}$ as the node feature matrix. Each node $x_j$ in $V$ is represented by a $d$-dimensional real-valued vector $x_j \in \mathbb{R}^d$, while $A \in \{0, 1\}^{m \times m}$ denotes the adjacency matrix, where $A_{i,j}$ is 1 if nodes $i$ and $j$ share an edge, otherwise it is 0. The vulnerability detection model aims to learn a mapping function $f : G \rightarrow \hat{Y}$ to ascertain whether a given source code is vulnerable to attacks. For the interpretable model based on results, we attempt to derive location information for
3.2. Vulnerability Detection Model Based on Graph Neural Networks

In this section, the input is function source code, aimed at assessing the susceptibility of a given function to attacks. The model initially utilizes PL pre-trained models to enhance understanding of function source code. It then transforms the code into a graph by constructing nodes and edges based on the linear sequence of tokens. Subsequently, the model employs a two-layer GCN with residual connections for deep learning, updating node vector representations by iteratively aggregating vectors from neighboring nodes. Finally, vulnerability detection for function source code is achieved through learning the overall graph embedding vector using a graph-level readout layer. This process encompasses three stages: code representation learning of source code, implementation of the GNN model, and function-level vulnerability detection using global graph embeddings. The diagram of the E-GVD vulnerability detection model is shown as Figure 1.

**Step 1: Learning Source Code Representation**

E-GVD treats each individual source code function as a token sequence to preserve its local logical structure, which is then transformed into a graph structure. In this graph, each unique token is represented as a node, and the edges between nodes are defined by token co-occurrences within a fixed-size sliding window. The resultant graph can be represented by an adjacency matrix $A$, where the matrix elements are valued based on whether nodes co-occur within the sliding window. The example of the graph construction is illustrated in Figure 2. As the size of such graphs is significantly smaller than the actual length of the source code, it effectively reduces the GPU memory requirements. To provide a deeper understanding of the code, the embedding layer of the pre-trained GraphCodeBERT model is used to initialize the feature vectors of the nodes.

**Step 2: Implementation of the GNN Model**

![Figure 1. E-GVD Vulnerability Detection Model, the model has three steps: Step 1 Code Representation, Step 2 Train GNN Model, and Step 3 Forecast Classification.](image)

![Figure 2. The graph construction method of E-GVD, exemplified with a sliding window size of 3.](image)
E-GVD employs a dual-layer GCN as its core architecture. The principal operation of GCN is the aggregation of neighborhood features. Formally, GCN is represented as:

\[ h_v^{(k+1)} = \phi \left( \sum_{u \in N_v} a_{v,u} W^{(k)} h_u^{(k)} \right), \forall v \in \mathcal{V}. \]  

(1)

Here, \( h_v^{(k+1)} \) represents the vector representation of node \( v \) at the \( k \)-th iteration/layer, \( h_v^{(0)} \) denotes the feature vector of node \( v \), \( N_v \) refers to the neighbor set of node \( v \), \( a_{v,u} \) is the edge constant between nodes \( v \) and \( u \) in the Laplacian re-normalized adjacency matrix \( D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \), wherein \( D \) is the diagonal node degree matrix of \( A \), \( W^{(k)} \) is the weight matrix, and \( \phi \) is the non-linear activation function, such as ReLU.

To augment the expressive and learning capabilities of the model, dual-layer graph convolution operations are utilized to progressively extract and integrate feature information of nodes within the graph. Through the aggregation of information between layers, GCN effectively captures complex relationships in the graph structure. Furthermore, residual connections are incorporated to integrate information learned in lower layers into higher layers. By combining multi-layer structures with residual connections, E-GVD enhances its capability for learning graph data features. The hidden size for different GCN layers is standardized, allowing the residual connections to adapt to the GCN layers. Thus, let redefine Equation (1) as:

\[ h_v^{(k+1)} = h_v^{(k)} + \phi \left( \sum_{u \in N_v} a_{v,u} W^{(k)} h_u^{(k)} \right). \]  

(2)

Following the dual-layer GCN with residual connections, a soft attention mechanism layer is embedded to weight the features extracted by the GCN layers. This mechanism dynamically weights the input features, enabling the model to focus on significant node features.

**Step 3: Global Graph Embedding**

After the iterative learning and updating process in the dual-layer GCN architecture, the information from nodes and edges is locally aggregated and transmitted to adjacent nodes and edges. To enable classification or prediction across the entire graph structure, we develop a graph-level readout layer. Essentially, the primary task of the readout layer is to integrate information from all nodes and edges, forming a comprehensive embedding representation of the entire graph. E-GVD achieves this by combining sum pooling and max pooling in the construction of the graph-level readout layer, thereby converting node-level features into graph-level embedding representations. The generated graph embeddings are defined as follows:

\[ e_v = a \left( w^T h_v^{(K)} + b \right) \odot \phi \left( W h_v^{(K)} + b \right), \forall v \in \mathcal{V}, \]  

(3)

\[ e_g = \sum_{v \in \mathcal{V}} e_v \odot \text{MAXPOOL} \{e_v\}_{v \in \mathcal{V}}. \]  

(4)

Here, \( e_v \) represents the final vector representation of node \( v \), \( a \left( w^T h_v^{(K)} + b \right) \) acts as the soft attention mechanism on the nodes, \( h_v^{(K)} \) denotes the vector representation of the node \( v \) at the last \( K \) layer, and \( e_g \) signifies the graph embedding generated by the inner product of sum pooling and max pooling.

Subsequently, the generated graph embeddings are passed to a fully connected layer, which integrates and refines key features. Finally, classification is performed through a softmax layer to predict the vulnerability of a given source code function to potential attacks, defined as follows:

\[ \hat{y}_g = \text{softmax} \left( W_1 e_g + b_1 \right). \]  

(5)

For ease of understanding and implementation, let summarize the training process of the E-GVD vulnerability detection model using Algorithm 1 (pseudocode).

**Algorithm 1 The Training Process Algorithm of Vulnerability Detection Model**

**Input:** \( D_{train} \): the train dataset; \( Y \): the labels of \( D_{train} \); **Output:** the trained model \( M \);

1: for data loader \( D_{dl} \) in \( D_{train} \) do
2: \( g(V, X, A) \leftarrow \text{BUILD\_GRAPH}(D_{dl}) \)
3: \( H^{(0)} \leftarrow X \)
4: for \( k=0,1,...,K-1 \) do
5: \( H^{(k+1)} \leftarrow H^{(k)} + \text{GCN}(A, H^{(k)}) \)
6: end for
7: \( e_v \leftarrow a \left( w^T h_v^{(K)} + b \right) \odot \phi \left( W h_v^{(K)} + b \right) \)
8: \( e_g \leftarrow \sum_{v \in \mathcal{V}} e_v \odot \text{MAXPOOL} \{e_v\}_{v \in \mathcal{V}} \)
9: \( y_{dl} \leftarrow \text{softmax} \left( W_1 e_g + b_1 \right) \)
10: end for

### 3.3. Result-based Interpretable Model

To provide a deeper explanation of the predictions made by the GNN-based vulnerability detection model on function source code, this section integrates GNNExplainer [25], a ML-based interpretability model. The architecture of GNNExplainer is closely aligned with the GNN model; it employs a perturbation-based approach to emphasize the nodes and edges crucial for model predictions. The aim is to minimize the difference between the main GNN prediction and the
target output, and maximize the similarity between the generated explanation and the factual basis, thereby providing an interpretation of the predictions. Formally, the output explanation of GNNExplainer is \((G_S, X_S)\), where \(G_S\) is the output explanatory subgraph, and \(X_S\) is the relevant features of \(G_S\). GNNExplainer takes the trained GNN model, the graph structure \(G\) of the function source code, and the prediction result \(\hat{y}\) for that function as the input, with the goal of finding a subgraph \(G_S\) in the entire graph \(G\) such that the discrepancy in prediction scores between the entire graph \(G\) and the minimal graph \(G_S\) is minimized when input into the model. Figure 3 is used to illustrate how GNNExplainer works.

Figure 3. E-GVD Result-based Interpretable Model, the model is centered around the GNNExplainer.

According to [25], when performing graph classification, GNNExplainer optimizes conditional entropy by calculating the mask of the union of adjacency matrices of all nodes in the graph. The resulting subgraph \(G_S\) can be directly used as the explanation for prediction \(\hat{y}\). For vulnerable source code functions, \(G_S\) represents the subgraph containing the statement that causes the vulnerability, while for non-vulnerable source code functions, \(G_S\) represents the subgraph containing the important statements that make the function stable.

To facilitate understanding and illustration, let use Algorithm 2 (pseudocode) to outline the implementation process of the E-GVD explanation generation algorithm.

**Algorithm 2** The Generate Explanation Algorithm of E-GVD

**Input:** \(D_{test}\): the test dataset; \(M_{GNN}\): the trained best GNN model; \(Y\): the predictions of \(D_{test}\).  
**Output:** the explanation subgraph \(G_S\):

1: for each sample \(D_{sample}\) in \(D_{test}\) do  
2: \(g(V, X, A) \leftarrow \text{BUILD\_GRAPH}(D_{sample})\)  
3: if \(y_{sample} = 1\) then  
4: \(\text{explainer} \leftarrow \text{GNNExplainer}(M_{GNN})\)  
5: \(\text{explanation} \leftarrow \text{explainer}(X, A)\)  
6: \(G_S \leftarrow \text{visualize\_subgraph(explanation)}\)  
7: else  
8: pass  
9: end if  
10: end for

Table 1. Sample count of training/validation/testing sets.

<table>
<thead>
<tr>
<th>SubDataset</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Dataset</td>
<td>21854</td>
</tr>
<tr>
<td>Valid Dataset</td>
<td>2732</td>
</tr>
<tr>
<td>Test Dataset</td>
<td>2732</td>
</tr>
</tbody>
</table>

**RQ3:** Can the interpretable model of E-GVD provide reasonable explanations for the vulnerability detection results?

**4.1. The Experiment Setup**

**Environment Configuration:** This experiment was conducted on a Win11 system with an i7-1260P central processor and NVIDIA GeForce RTX 3090 GPU, based on Transformer 4.4, PyTorch 1.9, and Python 3.7.

**Dataset:** The GNN-based vulnerability detection model uses the CodeXGLUE [26] real benchmark dataset to detect function-level vulnerabilities. The dataset includes 27,318 hand-labeled vulnerable and non-vulnerable functions, derived from security-related commits in two widely used C programming language open-source projects (i.e., QEMU and FFmpeg), with diverse functions. The dataset is divided into training/validation/testing sets at a ratio of 80%/10%/10%, and Table 1 shows the sample count for the training/validation/testing sets.

**4.2. The Experimental Results and Performance Analysis**

**RQ1:** How does E-GVD perform compared to other function-level vulnerability detection algorithms?

We trained and tested E-GVD along with BiLSTM [27], TextCNN [28], RoBERTa [29], CodeBERT [30], GraphCodeBERT [31], and Devign [32] baseline algorithms on the same dataset to evaluate the performance of E-GVD to detect vulnerabilities. We chose the best-performing parameter combination for
Table 2. Accuracy of E-GVD and other baseline algorithms (Accuracy represents the ability of the model to correctly predict samples).

<table>
<thead>
<tr>
<th>MODEL</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiLSTM</td>
<td>59.37</td>
</tr>
<tr>
<td>TextCNN</td>
<td>60.69</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>61.05</td>
</tr>
<tr>
<td>CodeBERT</td>
<td>62.08</td>
</tr>
<tr>
<td>GraphCodeBERT</td>
<td>62.30</td>
</tr>
<tr>
<td>Devign</td>
<td>59.77</td>
</tr>
<tr>
<td>E-GVD</td>
<td>64.35</td>
</tr>
</tbody>
</table>

training and testing. At the same time, to fairly compare with the baseline algorithms, the same graph construction method and the same training protocol are used to implement Devign in the experiment.

Table 2 presents the accuracy results of E-GVD and other baseline algorithms on the CodeXGLUE dataset. The experimental results show that the accuracy of E-GVD is superior to that of all the baseline algorithms, indicating that the E-GVD model is advanced in vulnerability detection and can more accurately predict the categories or labels of vulnerabilities. Specifically, the accuracy of E-GVD can be improved by 2.05% compared to the second-best-performing GraphCodeBERT, and the maximum gain of the vulnerability detection performance over the baseline algorithms is 4.98%.

We further observe from the Table 2 that RoBERTa performs better in vulnerability detection compared to models based on BiLSTM and TextCNN. This is because RoBERTa, based on the transformer architecture, can process information in sequences in parallel, which gives RoBERTa a superior performance in downstream tasks of vulnerability detection. CodeBERT and GraphCodeBERT are improved versions of RoBERTa, the unique encoder structure also allows CodeBERT and GraphCodeBERT models to better capture the structural information of source code. From the Table 2, we can see that the accuracy of CodeBERT and GraphCodeBERT models compared to RoBERTa has increased by 1.03% and 1.25%, respectively.

Our algorithm, E-GVD, outperforms the existing baseline algorithms, with accuracy improvements of 2.27% and 2.05% compared to CodeBERT and GraphCodeBERT models, respectively. Notably, the performance of Devign on real-world datasets in our experiments can only achieve 59.77% accuracy, and under the same training protocol, the accuracy of E-GVD is improved by 4.58%. In summary, our model can effectively distinguish and classify vulnerabilities, demonstrating advanced and robust performance in vulnerability detection tasks.

RQ2: Do the various components used by E-GVD have advantages for vulnerability detection performance?

To answer RQ2, we employed pre-trained PL models CodeBERT and GraphCodeBERT to learn the initial graph vector representations. To investigate whether the graph-level readout layer of E-GVD has more advantages, we compared the graph-level readout layer of E-GVD to the Conv pooling of Devign under the same training protocol. We assessed the impact of residual connections on vulnerability detection by using them in experiments. Results are shown in Figures 4 and 5.

Figure 4 shows the accuracy of E-GVD using different GNN layers under different pre-trained models. Figure 5 shows the accuracy of E-GVD with or without residual connections under different pre-trained models. To demonstrate the advantages of the graph-level readout layer in the algorithm, we also provided the accuracy of Devign under different pre-trained models.
The experimental results show that in terms of pre-trained models, our algorithm E-GVD generally performs better when using GraphCodeBERT than when using CodeBERT. This indicates that initializing node feature vectors with GraphCodeBERT in downstream vulnerability detection tasks has advantages. For the 2-layer GCN used in the algorithm, Figure 4 shows that E-GVD performs best under the 2-layer GCN, better than when using 1-layer GNN, with an accuracy gain of 1.56%. In addition, our algorithm achieves 62.21% accuracy under 1-layer GGNN, improving the accuracy of Devign by 2.44%. It shows that the graph-level readout layer of E-GVD, based on the inner product of sum pooling and max pooling, has certain advantages over the simple Conv layer. In terms of using residual connections, Figure 5 shows that residual connections can increase the accuracy of E-GVD, with a maximum accuracy gain of 2.09%. This suggests that using residual connections in our algorithm can integrate the information learned by GCN layers and more effectively classify the function source code for vulnerability.

RQ3: Can the interpretable model of E-GVD provide reasonable explanations for the vulnerability detection results?

To assess the interpretable model performance, we evaluated if important statements leading to vulnerable code snippets can be inferred through explanatory subgraphs. For each input instance, an induced subgraph is returned, which helps with explanation results determine important nodes for predicted labels, inferring crucial statements for vulnerable code snippets. We analyzed the following instance with predicted labels of 1 to evaluate the performance of the result-based interpretable model.

Figure 6 displays code example labeled as vulnerable in the test set. This example illustrates a hard-coded credential use vulnerability from CWE-798. In the example shown in Figure 6, the defect line is at `strcmp(password, "Mew!")` in line 2, where an attacker can use the password to access the backend diagnostic mode and extract the fixed password, posing an even greater threat if distributed in binary form.

E-GVD infers the important statements leading to vulnerable code by generating induced subgraphs and interpreting the subgraph probabilities in the results. If the probability of a subgraph surpasses a threshold, it is deemed influential on the prediction. For ease of explanation, we provided an example of an induced subgraph. Figure 7 shows the induced subgraph for the example. According to our manually derived results, the code lines potentially containing important statements are marked in red in the examples in Figure 6. The vulnerable code lines identified by E-GVD are lines 3, 6, 10, and 19. Based on the instance, it is not difficult to find that E-GVD can provide fine-grained interpretation results for function-level vulnerability detection, demonstrating the feasibility of result-based interpretable model and the applicability of graph interpretability.

5. Conclusion and Future Prospect

This paper introduces E-GVD, a more sophisticated and interpretable source code vulnerability detection algorithm based on GNN. E-GVD initially transforms source code into a graph structure effectively and uses PL pre-trained models to initialize node features, preparing the input for the DL model. It then updates node features using a dual-layer GCN with residual connections and generates global graph embeddings by combining sum pooling and max pooling techniques, enabling the detection of vulnerabilities in source code. Additionally, E-GVD employs GNNExplainer to interpret the predictions of graph classification, revealing the locations of vulnerabilities. We achieved optimal vulnerability detection performance and verified the superior performance and interpretability of E-GVD compared to other baseline methods. Future work will concentrate on enhancing the performance of DL-based vulnerability detection models. We will also explore the dependencies of vulnerable line information in interpretative results, aiming to improve model interpretability comprehensively.
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