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Abstract 

INTRODUCTION: With the rise of social media platforms, the prevalence of truculent posts has become a major concern. 
These posts, which exhibit anger, aggression, or rudeness, not only foster a hostile environment but also have the potential 
to stir up harm and violence. 
OBJECTIVES: It is essential to create efficient algorithms for detecting virulent posts so that they can recognise and delete 
such content from social media sites automatically. In order to improve accuracy and efficiency, this study evaluates the 
state-of-the-art in truculent post detection techniques and suggests a unique method that combines deep learning and natural 
language processing. The major goal of the proposed methodology is to successfully regulate hostile social media posts by 
keeping an eye on them. 
METHODS: In order to effectively identify the class labels and create a deep-learning method, we concentrated on 
comprehending the negation words, sarcasm, and irony using the LSTM model. We used multilingual BERT to produce 
precise word embedding and deliver semantic data. The phrases were also thoroughly tokenized, taking into consideration 
the Hindi language, thanks to the assistance of the Indic NLP library. 
RESULTS:  The F1 scores for the various classes are given in the "Proposed approach” as follows: 84.22 for non-hostile, 
49.26 for hostile, 68.69 for hatred, 49.81 for fake, and 39.92 for offensive 
CONCLUSION: We focused on understanding the negation words, sarcasm and irony using the LSTM model, to classify 
the class labels accurately and build a deep-learning strategy. 
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1. Introduction

In recent years, there has been a greater emphasis on truculent 
word detection in Hindi language. This is due to the growing 
number of hate crimes and incidents of discrimination against 
minorities in India. The automatic detection of truculent 
words in text is a challenging problem that has received 
considerable attention in recent years. Since, COVID period, 
the majority of people are spending more time on social 
media, chat rooms, communication applications, and gaming 
servers, which has a negative impact on their mental health 
[1]. People use websites like Twitter, Facebook, WhatsApp, 
and other ones to express their views towards different 
communities, groups and topics related to education, 
entertainment and politics are being discussed here. The 

views may have positive or negative effects on the society 
depending on one’s perspective. A variety of approaches have 
been proposed, but there is still no consensus on the best way 
to tackle the problem. 
We review the existing literature on truculent word detection 
and propose a new approach based on deep learning. Firstly, 
we performed pre-processing to simplify the post then we 
have used multilingual BERT for word embedding and 
LSTM is used for classifying different class labels such as 
Hate, Fake, Defamation, Offensive and Non-hostile.  

HATE: Posting negative responses towards certain groups of 
people, communities and religions which will target them in 
a specific way. Figure 1 shows the example of Hate class in 
textual data. 
Example: 
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Figure 1: Hate class example 

FAKE: Post which spreads misinformation or influences 
public opinion on certain topics. Figure 2 depicts the example 
of Fake class in textual data. 

Example: 

Figure 2: Example of Fake class 

DEFAMATION: Post to degrade the reputation of an 
organization or certain group of people. The example of 
defamation class is depicted in figure 3. 

Example: 

Figure 3: Example of Defamation class 

OFFENSIVE: Post which can be hurtful, disrespectful, 
insulting and damaging to the individuals. The example of 
offensive class is shown in figure 4. 

Example: 

Figure 4: Example of Offensive class 

NON-HOSTILE: A post which does not contain any 
hostility. Figure 5 depicts the example of Non-Hostile class 
in textual data. 

Figure 5: Example of Non- Hostile class 

Sentiment analysis is a powerful tool that can be used to 
detect hostile posts on social media and other online 
platforms. It is a form of Natural Language Processing that 
aims to recognise and interpret the sentiment expressed in 
text. It involves taking information from spoken or written 
language in order to understand how people feel and think 
about certain issues. 

1.1. Problem Statement 

Truculent post detection is a technology which is used to 
monitor the posts of social media users and put control on 
them. Its main objective is to improve online space, where 
users can speak their mind and create a healthy environment 
without negative posts. Truculent post detection detects that 
the user has not used negative language. It shows whether that 
user has posted a hostile post or not? With its help, we can 
block/delete these hostile messages and start managing them 
properly. In this process, we use AI and ML which analyses 
data and detects patterns so that we can block these unwanted 
messages. 
The problem statement for truculent post detection in Hindi 
is the need for such a system that there is a great deal of 
hostility and negativity online which can lead to real world 
consequences. Also, current systems for detecting hostile 
words are not adequate and often fail to identify Hindi words. 
Finally, this project aims to develop a system that can 
accurately detect Hindi words with hostility and provide users 
with warnings accordingly. 
Many models have been implemented to analyse the 
sentiments of the posts or text. Some of them are based on 
machine learning algorithms because they produce more 
accurate findings than conventional techniques like human 
coding or keyword-based approaches. The algorithm can find 
patterns in the data set that cannot be found manually, 
enabling it to better comprehend how people feel about 
specific subjects, goods, or services based just on their 
language usage. The flexibility of machine learning models 
also makes them the best choice for long-term sentiment 
tracking projects where accuracy must remain high 
throughout numerous iterations of a project's life cycle. 
Machine learning models are able to adjust themselves over 
time so that they continue to provide helpful insights even 
when new information becomes available. While machines 
excel at finding patterns within large amounts of data quickly, 
they often fail at understanding complex emotions such as 
sarcasm or irony since these concepts require higher-level 
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cognitive processing that is beyond what current technology 
offers us today.  
Nowadays, deep learning models are increasingly being used 
in this process due to their ability to capture complex patterns 
from large amounts of data. By leveraging the power of deep 
learning, businesses can gain deeper insights into customer 
sentiment than ever before. While deep learning algorithms 
are able to automatically find features without any prior 
knowledge of the dataset or labels connected with it, 
traditional approaches require manual feature engineering, 
which may be time-consuming and expensive. This enables 
more precise predictions by catching minute differences 
between various emotions that could otherwise be missed by 
humans or more straightforward machine-learning techniques 
like logistic regression, SVM and Naive Bayes classifiers. 
To solve the problem of machine learning algorithms we have 
implemented the deep learning model LSTM due to its 
recurrent nature. LSTMs are able to effectively assess 
complicated associations between words over time, which is 
crucial when dealing with natural language processing tasks 
like sentiment analysis. Also, they have been demonstrated to 
perform better than conventional neural networks in textual 
datasets when it comes to capturing these kinds of 
associations since they have the capacity to learn from the 
past through back propagation through time (BPTT). Word 
embeddings can be effectively incorporated into LSTM 
networks, enhancing sentiment analysis performance even 
more. By using these word embeddings, LSTM models can 
capture the semantic meaning of words and their effect on 
sentiment analysis. LSTMs are also more flexible when 
learning complicated patterns from datasets because they use 
specialized memory cells within each LSTM unit, which 
allows them to capture and retain information over long 
periods, making them well-suited for modelling sequential 
data; as a result, they are better suited for analysing 
sentiments than common techniques like bag-of-words 
approaches or support vector machines (SVMs). 

1.2   Contribution 

The main contribution of the paper is as follows: 

● In the original dataset, we have encoded labels of each
post and performed pre-processing.

● We examine the existing literature on hostile word
identification and provide a novel, deep learning-based
strategy.

● For tokenization, we have used the Indic NLP library as
it includes punctuations for the Indian language scripts
such as the purna virama and the deergha virama. It also
has the ability to accurately interpret complex text
written in these languages.

● To generate accurate word embeddings for Hindi
language we have used uncased multilingual BERT.
Uncased mBERT offers a powerful method for
representing words from any corpus as vectors, which
may then be utilised as input features for different NLP
applications.

● For truculent post detection we have used the LSTM
model as it easily identifies complex patterns and
relationships in language data which helps in
understanding negation words like no, not etc., sarcasm
and irony. Further, it becomes easy to classify class
labels accurately.

2. Related Work

The detection of truculent posts on social media and other 
online platforms is a growing problem. As the use of these 
platforms increases, so does the potential for malicious actors 
to spread disinformation or incite violence. Researchers have 
created a number of methods for spotting aggressive 
comments in online interactions to solve this problem. 
To solve the multi-level multi-class classification problem 
Kumar et al.[2] suggested a two level framework made up of 
statistical and BERT based classifiers. Jha et al.[3] presents a 
model that distinguishes offensive text from non-offensive 
text using a fastText-based model. Jayanthi et al.[4] used 
Task-Adaptive Pre-Training of Multilingual BERT models 
for Offensive Language Identification in Dravidian 
languages. Their model is a set of 6 various mBERT and 
XLMRoBERTa models, specially tuned for the job of 
detecting offensive words. Bhatnagar et al.[5] The task was 
separated between coarse and fine grained tasks. And 
investigated methodologies such as transformer and multitask 
learning before employing classic statistical classifiers such 
as SVM and polynomial logistic regression. Javier et al.[6] 
used a mixed methodological method for determining 
whether an aggressive tone is used during the campaign. They 
performed the quantitative and qualitative method for 
extracting informational insights. In this paper, Singh et al.[7] 
proposed different methods to detect fake reviews. They 
extracted aspects from the review and fed it into CNN for 
aspect replication learning and for fake reviews detection they 
passed the replicated aspect into the LSTM model. They 
demonstrated that deep neural networks outperform 
conventional approaches in complex computation. Schmidt et 
al.[8] carried out research on the automatic recognition of 
hate speech. They used Character-level methods for detection 
of hate speech, such as bags of words or embeddings as 
performed better than token-level approaches. To identify the 
toxic emotions, d’Sa et al.[9] used BERT and FastText 
embeddings for representation of words and deep learning 
techniques. They performed two approaches for binary and 
multi class classification, one of them is a method of 
extracting word embedding and then using DNN and another 
one is fine tuning of the BERT model which performed better. 
Roy et al.[10] used Task Adaptive pre training (TAPT) 
approach prior to fine-tuning of transformer-based 
architectures. Constructed a categorization architecture that 
takes emojis and segmented hashtags into account. Sachan et 
al.[11] concentrated on capturing the common features across 
domains and developed an aspect-based neural networks 
framework that incorporates information from the contexts 
and aspects of sentences. The main objective of the proposed 
model is to find domain-invariant traits based on aspect and 
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sentence information in order to effectively transfer feelings 
across the domain. 
In [12] authors classified hostile posts using One-vs-the-Rest 
neural network-based technique. To acquire the contextual 
representations of Hindi postings, they used multilingual 
BERT which was pre-trained also they used hybrid strategies 
for their studies. Their suggested model proved to be the most 
effective baseline model for identifying hostility in the Hindi 
messages, outperforming it producing F1 scores of 92.60%, 
81.14%, 69.59%, 75.29%, and 73.01% for the categories 
"hostile," "fake," "hate," "offensive," and "defamation," 
respectively. Badjatiya et al.[13] classified tweets as racist, 
sexist or neither. For this they conducted extensive tests with 
variety of deep learning systems and concluded that deep 
neural networks and gradient-boosted decision trees 
outperform modern word/character n-gram approaches. To 
recognise racist and sexist remarks, Waseem et al.[14] 
provided a list of standards based on critical race theory 
which can be utilised to collect additional information and 
deal with the issue of a small but extremely active group of 
nasty people and discovered that a character n-gram based 
method offers a strong basis over word-length distribution. In 
[15] authors have introduced a transfer learning-based
method for multi-dimensional hostile post identification in
Hindi Devanagari script. In order to classify additional sub-
tasks, this article uses attention-based pre-trained models that
have been optimised on Hindi data and include the Hostile-
Non hostile task as an auxiliary task. They have created a
robust model that has the capacity to recognise biases and
ambiguities that may have occurred during the collection or
annotation of the dataset. In [16] the author presents the first
labeled dataset on BanglaFake news, it implies that models
based on neural networks cannot always outperform linear
classifiers with conventional language data.

2.1. Problem Definition 

In this section, we will discuss about the problem that we 
identified in existing approaches. Machine translation 
approach, translates the Hindi post to English then applies the 
analysis on English text which might change the meaning and 
emotion behind the post such as sarcasm and humour cannot 
be accurately translated into a language in which it was not 
initially written. Machine learning models are excellent at 
quickly identifying patterns in vast volumes of data but they 
frequently fall short when it comes to understanding complex 
emotions like sarcasm or irony since these concepts demand 
higher-level cognitive processing than what our present 
model can provide. 

3. Dataset

Table 1 provides a summary of the dataset's statistics [1]. 
Train, Test, and Validation dataset segments have been 

created. There are a total 8192 posts which are divided into 
two categories Hostile and Non-hostile. 4358 Examples fit 
into the area of non-hostility out of 8192 posts and remaining 
3834 posts belong to the hostile category. The hostile 
category is further divided into four sub-categories: fake, 
hate, offensive and defamation. There are 1638, 1132, 1071 
and 810 posts for fake, hate, offensive and defamation 
respectively. One post may fall under one or more of the 
hostile class categories depicted in figure 6. 

Figure 6: Different categories of dataset 

Dataset provides valuable insights into the nature of online 
hostile speech and its prevalence in Hindi language. Recent 
studies have shown that these datasets can be used to develop 
effective machine learning models for detecting and 
classifying hateful posts on social media platforms. Statistics 
from these datasets indicate that there is a significant amount 
of hate speech present in Hindi language content on the 
internet, with more than one-third of all posts containing 
some form of offensive or derogatory language. This 
highlights the importance for researchers to continue 
developing better methods for recognizing such posts and 
understanding their implications across different languages. 
The word cloud for the training, testing, and validation 
dataset is displayed in figure 7. 

Figure 7: Word Cloud of dataset (a. Training, b. 
Testing, c. validation) 

4. Proposed Architecture

Figure 8 shows the proposed architecture of this research 
work. Twitter postings are collected from many users and 
pooled into one dataset, which is then split into three sections. 

for training, validation, and testing. This dataset is then pre-
processed using a natural language processing toolkit i.e 
nltk. 
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Table 1: Statistics of dataset 

Hostile 
Non-
Hostile Fake Hate Offensive Defamati

on 
Total 

Train 1144 792 742 564 2678 3050 

Test 334 237 219 169 780 873 

Validat
ion 

160 103 110 77 376 435 

Total 1638 1132 1071 810 3834 4358 

The pre-processing steps include: 
• Removing the punctuations from the text.
• Removing stopwords: We have compiled a list of

Hindi stop words that we have then eliminated from
the text.

• Removing all the URLs, Hashtags, Emojis,
Mentions and other special characters from the text
to simplify it.

• Then the text is tokenized using the indic nlp
tokenizer library, which is more efficient in
tokenizing Indian languages such as Hindi in the
comparison with the tokenize library provided by
the nltk.

The texts (or the posts) now have been tokenized. Each 
sentence/post is now a list of words or tokens. 

 S = { w1, w2, w3,  . . . . . . .  , wn} 

where S is the sentence and w1, w2, w3,  . . . . . . .  , wn 
refers to words. This list of tokens is then further provided 
to perform the embedding. Here, we have used the flair 
library. 
The flair library can be used to combine different word and 
document embedding. Here, we have used and performed 
the bert-base-multilingual-uncased embedding. 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 (𝑤𝑤𝑖𝑖) =  �𝛼𝛼𝑘𝑘
∑ 𝑔𝑔𝑗𝑗𝑘𝑘
𝑝𝑝
𝑗𝑗

𝑝𝑝

𝐾𝐾

𝑘𝑘=1

 (1) 
 

where the kth layer’s weight coefficient is 𝛼𝛼k, byte pair 
encoding token (𝑔𝑔𝑗𝑗𝑘𝑘 ) is the jth hidden state of kth layer, 
where, 1 ≤ k ≤ K, 1 ≤ j ≤ p. To obtain the sentence 
embedding vectors (es) for each word (wi), we find the 
mean of embedding of the words. 

BERT is a transformers model pre-trained on a large corpus 
of multilingual data. It has 12 bidirectional self-attention 
heads and 768 hidden units in a 12-layer encoder stack. It 
is a 12- layer of encoder stack with 12 bidirectional self-
attention heads and 768 hidden units. It consists of 12-
heads and 110M parameters, and can be performed on 102 
different languages. After we have the contextual 

embeddings with the help of BERT, the data is converted 
into the numerical form sentences. Then these sentences 
are given as input to the Bidirectional LSTM model (Long-
Short Term Memory). The LSTM networks are ideal for 
processing and predicting sequential data. The LSTM 
model is used to predict the class labels i.e., if a post is non-
hostile or hostile. 

If the post is labeled as hostile then it will predict further, 
which category of hostile post does it belongs to: 

• Hate
• Defamation
• Fake
• Offensive

After the classification of the class label, the F1 score is 
calculated, as it is a more reliable confusion metric. 

5. Experimental Analysis

In experimental analysis, for refining data pre-processing 
of posts is done using various techniques such as removal 
of stopwords in hindi and english, removal of punctuations, 
removal of emoticons, removal of regular expressions, 
tokenization and word embedding. 
The subsequent subsection describes the experimental 
setup, result and analysis and discussion. 

5.1 Experimental Setup 

Pandas, Numpy, Keras, and Pytorch are used to implement 
deep learning models. For preprocessing re is used for 
removal of URLs, emoticons and special characters, indic 
library is used for tokenization of the hindi post and corpus 
of stopwords and punctuations are used. Flair.embeddings 
library is used to import multilingual Bert for word 
embedding. LSTM library is imported from Keras for 
classifying the posts. To create the accuracy report of the 
model sklearn.metrics library is used. The overall 
implementation is performed on Google Colab GPU. 

5.2 Result & Analysis 

In table 2, we compared all the approaches used for the 
classification of hostile and non-hostile posts. For our 
proposed approach i.e. LSTM we got F1 score, Non-
hostile(84.22%), hate(49.26%), fake(68.69%), 
offensive(49.81%) and defamation(39.92%).Among all the 
approaches which make use of multilingual BERT, LSTM 
performed better but XML-roberta based BERT 
outperforms mBERT in all cases. So,if we use  LSTM with 
XML-roberta based BERT the accuracy might increase. 
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Figure 9: Detailed Architecture of Proposed approach 

Table 2 states the comparison of various methods and their 
effectiveness metrics in classifying information into 
categories like non-hostile, hostile, hateful, phoney, 
offensive, and defamation. Linear Regression, SVM, 
Random Forest, MLP, BR Transformer Encoder, BR 
TEAP, MTDNN, and LSTM are among the models 
presented. The sort of language representation each model 

uses, such as mBert or xlm-Roberta-base, is shown in the 
"Embedding" column. A comparison of the proposed 
model's F1 score using different approaches is shown in 
Figure 10. 
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Table 2: Experimental results 

    Model Embedding Non-Hostile    Hostile 

Hate Fake Offensive Defamation 

Linear Regression mBert 83.98 44.27 68.15 38.76 36.27 

SVM mBert 84.11 47.49 66.44 41.98 43.57 

Random forest mBert 79.79 6.83 53.43 7.01 2.56 

MLP mBert 83.45 34.82 66.03 40.69 29.41 

BR Transformer 
Encoder 

xlm-roberta-base 96.12 38.62 78.96 44.84 59.31 

BR TEAP xlm-roberta-base 97.34 44.65 82.46 86.02 66.51 

MTDNN xlm-roberta-base 96.12 39.23 80.37 55.22 60.62 

LSTM(Proposed 
work) 

mBert 84.22 49.26 68.69 49.81 39.92 

Figure 10: F1 Score Distribution of different models 

Figure 11: F1 Score Distribution of Hate class      Figure 12: F1 Score Distribution of Non- Hostile class 
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Figure 13: F1 Score Distribution of Fake class                  Figure 14: F1 Score Distribution of Offensive class 

Figure 15: F1 Score Distribution of Defamation class 

5.3 Discussion 

This paper concludes that detecting hostile posts is a 
challenging problem that calls for the application of 
machine learning and natural language processing 
techniques. Many methods, including supervised learning, 
unsupervised learning, and deep learning, have been 
employed to identify hostile postings. Each strategy, 
though, has advantages and disadvantages. Labeled data 
are necessary for supervised learning algorithms to train 
the model, which can be time- and money-consuming [17]. 
Algorithms for unsupervised learning can be used to find 
groups of related posts, however they might not be able to 
identify hostile from non-hostile postings. Neural networks 
and other deep learning algorithms have shown excellent 
results in detecting aggressive posts, but they demand a lot 
of data and computer power. 

Overall, identifying hostile messages is a difficult 
endeavour that necessitates a thorough comprehension of 
the post's linguistic and contextual characteristics. It is 
feasible to construct a system that is efficient at identifying 
hostile posts by combining various strategies and tactics, 
which can contribute to the creation of a safer and more 
encouraging online environment. 
The model's training aims to minimize a loss function, but 
in unbalanced datasets, the majority class may dominate, 
prioritizing non-hostile predictions. To better understand 
performance, F1-score is used instead of accuracy, 
especially in imbalanced settings. 
We understand that different models and classes have 
varied F1 scores. For instance, the F1 scores for the various 
classes are given in the "LSTM (Our approach)” as follows: 
84.22 for non-hostile, 49.26 for hostile, 68.69 for hatred, 
49.81 for fake, and 39.92 for offensive. Figure 11-15 
illustrated the F1 score distribution of different class.   
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Different models and classes may have varied F1 scores for 
a variety of reasons, including the complexity of the 
models, the embeddings chosen, the characteristics of the 
content being classified, and the particular dataset used for 
training and evaluation [18]. 

6. Conclusion

In our study of Truculent Post Detection in Hindi, we 
aimed to effectively monitor and control hostile social 
media posts. This effort is especially significant for society 
as hostile word detection brings numerous benefits. It plays 
a vital role in ensuring online safety, reducing the 
prevalence of hate speech, and safeguarding vulnerable 
individuals by identifying and mitigating offensive and 
harmful content on the internet. Our approach involved 
understanding the use of negation words, sarcasm, and 
irony through LSTM models, and we harnessed the power 
of multilingual BERT for precise word embeddings and 
semantic information. Additionally, the Indic NLP library 
helped us accurately tokenize sentences in Hindi. Looking 
ahead, our work has the potential to address similar 
challenges in various languages, further enhancing the 
well-being of online communities. Our ultimate aim is to 
minimize the adverse effects of hostile posts on 
individuals, promoting a more respectful and harmonious 
digital environment. Striking a balance between these 
benefits and concerns about free speech and potential 
algorithm biases remains crucial and requires ongoing 
consideration by society and technology companies. 
We perform an extensive study of the Truculent Post 
Detection in Hindi. The proposed model's primary goal is 
to monitor the social media posts and put control on the 
hostile ones effectively. 
It plays a vital role in ensuring online safety, reducing the 
prevalence of hate speech, and safeguarding vulnerable 
individuals by identifying and mitigating offensive and 
harmful content on the internet. We focused on 
understanding the negation words, sarcasm and irony using 
the LSTM model, to classify the class labels accurately and 
build a deep-learning strategy. We benefited from 
multilingual BERT to generate accurate word embeddings 
and provide semantic information. Additionally, the Indic 
NLP library helped to meticulously tokenize the sentences 
and take in account the Hindi language. In the future, we 
hope this work will help to resolve comparable issues for 
other languages as well. Our ultimate aim is to minimize 
the side effects of hostile posts on the humans by analysing 
them and taking action accordingly. 
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