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Abstract 

INTRODUCTION: Each node keeps the identical block data in the decentralized, tamper-proof distributed ledger known as 
the blockchain. 
OBJECTIVES: A blockchain network's working time lengthens, the amount of data that nodes must preserve and 
synchronize increases noticeably. 
METHODS: This brings up significant storage performance difficulties. We have started a study from a blockchain data 
storage standpoint to address this storage performance issue. We propose a distributed hash table (DHT)-based blockchain 
data archiving approach by analyzing the redundancy state caused by every node in the current blockchain network 
containing the same data. The block data is introduced in three ways: archived data building, lookup, and interaction with 
the underlying chain. 
RESULTS: This is done to ensure that blockchain data is not lost and can be accessed. This reduces storage redundancy and 
satisfies the practical requirements of storage and access in the blockchain's initial application. 
CONCLUSION: Experiments on energy transaction data show that the technique suggested in this article has a considerably 
lower storage occupancy increase rate than fabric storage. 
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1. Introduction

Blockchain technology uses cryptography to assure
transmission and access security and is a distributed ledger 
technology that is maintained by numerous parties [1]. It 
includes a timestamp-based chained block structure, 
programmable smart contracts, distributed data storage, 
distributed node consensus methods, and peer-to-peer 
transmission networks [2-3]. Consistent data storage, 
difficulty in tampering, and prohibition of repudiation are 
characteristics of blockchain [4]. This technological 
development is becoming the core underpinning technology 
for many sectors, much like cloud computing, the Internet of 
Things, and big data technologies [5–6]. 

The blockchain storage method, to a certain extent, 
provides the dependability of data and the accessibility and 
transparency of information, reducing the cost of trust for 
each system member. Block data will, however, significantly 
increase as blockchain operation times and the total number 
of nodes in the network both dramatically increase [7]. The 
sudden and dramatic growth of data, particularly in high 
transaction throughput circumstances, may cause access 
stagnation and system overload. 

A collection of keys (key) dispersed among nodes in a 
distributed system is stored using the Distributed Hash Table 
(DHT) distributed storage technique [8,9]. This approach can 
manage circumstances where the nodes' states are not stable 
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and is appropriate for systems with several nodes. The 
extended network component connects the various nodes in 
the system so that the nodes can find the data values based on 
the keywords. The distributed hash table is made up of two 
key components: the key value space component and the key 
value component. The key value space component divides the 
key values into multiple parts and maps them to different 
nodes in the system. 

In terms of storage, each full node in the blockchain 
must synchronize the data of the entire network, which causes 
the data of each node to increase over time. In addition, 
because each node must maintain a copy of the same ledger 
and because storage pressure is high, it is also impossible to 
store an excessive amount of data in the blockchain's ledger 
[10]. In response to the problem that the traditional 
blockchain requires too much local storage performance for 
user nodes, This study suggests a blockchain data archiving 
approach based on DHT to decrease the storage burden on 
network nodes while maintaining system security, 
trustworthiness, and decentralization, which, on the premise 
of not altering the structure and function of the blockchain at 
all, adopts a storage optimization method based on data 
archiving, archives block data and distributed storage in a 
limited number of nodes. Different from the traditional 
blockchain where each node keeps the same copy of ledger 
data, this method optimizes the local storage of blockchain 
nodes, which can reduce the amount of local storage of nodes 
and lower the storage burden of nodes. 

Research Problems: Even though blockchain 
technology has its upsides like data integrity and security, it 
still comes across major storage issues in its current systems. 
When the network increases in size, all full nodes are required 
to keep the whole record which results in considerable storage 
redundancy, prolonged data access, and, thus, less scalability. 
In such cases, off-chain or classic optimization techniques are 
either too difficult or not enough for federated or multi-
domain blockchains. 

Research Contributions: The proposed scheme is 
based on DHT and blockchain for data archiving, which 
eliminates the problem of storage redundancy by distributing 
archived blocks only to a certain number of nodes. To achieve 
this, a B-A tree structure is used for effective block indexing, 
and a DHT-style index is created for quick lookup, which the 
optimization of storage allocation and routing of nodes is 
carried on thus the retrieval speed, scalability and system 
performance are improved. 

2. Related works
The amount of energy data and the number of

transactions are expanding exponentially with the continued 

penetration of the development of the energy industrial 
Internet[11]. To alleviate the storage pressure brought by the 
blockchain system, many scholars and experts optimize the 
block storage scheme in the blockchain. The block storage 
optimization scheme is mainly to change the block storage 
method without affecting the transaction throughput [12]. To 
address the issue of blockchain storage scalability, a method 
known as the off-chain storage optimization scheme transfers 
the data content in the block body from the original block 
body to the off-chain storage system, leaving only the 
"pointer" and other non-data information pointing to these 
data to be stored in the block body [13]. 

The research that has been done by Poovendran and 
Alagarsundaram has introduced a blockchain-based 
framework that combines RFID and fog computing to 
securely collect and share biological signals. This framework 
guarantees the data's integrity, privacy, and scalability for 
applications in medical big data. Our proposed method, 
influenced by this innovative approach, takes on a distributed 
DHT-based blockchain archiving scheme, where 
decentralized storage, secure indexing, and efficient retrieval 
of large-scale blockchain data are the focal points [14]. 

Literature [15] focuses on the energy transaction process 
between electric vehicles and distributed networks based on 
a Byzantine-style blockchain consensus framework. 
Literature [16] utilizes blockchain technology to manage the 
system operation of distributed energy transactions. 
Literature [17] proposed a blockchain energy internet 
distributed energy trading scheme based on software-defined 
networks. According to the principle of privacy protection, 
the approach achieves the reasonable matching of transaction 
objects. Literature [18] proposed a proof-of-benefit 
consensus mechanism for peer-to-peer electricity blockchain 
trading to deal with the current situation of widespread 
electric vehicle integration. This mechanism enables demand 
response by offering incentives for balancing local electricity 
demand in a novel blockchain system. A general framework 
for a blockchain platform is put forth in literature [19] that 
supports peer-to-peer energy trading in retail electricity 
markets, identifies energy matching pairs from both the 
supply and demand sides, and promotes direct energy trading 
between producers and consumers, realizing a full energy 
trading process. A dynamic-reputation practical Byzantine 
fault tolerance based on dynamic reputation value is proposed 
in the literature [20]. To increase the transaction security of 
the slice and efficiently handle cross-slice transactions, 
literature [21] presents a technique based on jumping hash 
and dynamic weight slice creation. Literature [22] proposed 
an algorithm based on jumping hash and dynamic weight 
slice construction. Literature [23] for PBFT node division 
stage optimization, node quality improvement in the 
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blockchain system, and failure probability reduction for node 
integrity issues. The RAFT algorithm is optimized in 
literature [24] to suit the needs of real-time power data 
uploading and proposes a distributed energy information 

interoperability paradigm for the energy field based on 
blockchain technology. The comparison of popular consensus 
methods is shown in Table 1. 

Table 1. Compared are the common consensus mechanisms 

Strengths Disadvantages Purpose 
Certificate of Workload Tolerates attacks up to 

51%, fully 
decentralized 

Wasted arithmetic, low 
token-dependent 

throughput 

First-generation 
blockchain consensus 

algorithm 
Certificate of 
Shareholding 

Slightly less power 
consumption, slightly 

faster block generation 
speeds 

Token-dependent, easy 
to split, low throughput 

Reduce resource 
consumption and 

improve efficiency 

Delegated Proof of 
Equity 

Not fully decentralized, 
slightly less power 

consumption 

Token-dependent, low 
throughput 

Solve PoW and PoS 
resource consumption 

and efficiency 
problems 

Practical Byzantine 
Tolerance 

Token-independent, 
slightly less power 

consumption 

Tolerates only 1/3 of 
malicious nodes, low 

throughput 

Solve the Byzantine 
problem 

Raft Token-independent, 
slightly less power 

consumption 

Cannot tolerate 
malicious nodes, low 

throughput 

Solve node consistency 
problem 

As we can see from the above, the existing consensus 
mechanisms such as POW and POS consensus mechanisms 
have the problems of a large number of participating nodes, 
long consensus time, and low efficiency, and most of them 
are used in public chains. Similarly, most of the existing 
blockchain off-chain storage optimization schemes are based 
on public or private chains, and there are fewer storage 
optimization schemes in federated chains. 

3. DHT-based blockchain data storage

3.1 Design Concept 

We suggest a DHT-based blockchain data archiving 
technique that, in essence, splits a full blockchain into many 
portions and stores them in the system in a distributed 
fashion. The fundamental concept is as follows: 

Each piece of zone block archived data is tagged by a set 
of keywords ZB-CID (zone block content identifier). A hash 
operation is performed on the ZBCID - key = Hash (ZB-CID), 
which determines the value corresponding to this key, i.e., 
which network node stores an item in the archive database 
index. 

When looking up the interval block archived data on the 
chain, the same type of hash algorithm is used for ZBCID to 
locate the storage node corresponding to this key, and an item 
in the archived database index, i.e., the archived interval 
block data, is taken out from the initial node [24-25]. 

The specific network node value in this design stores a 
small portion of the interval block data and has no storage 
pressure itself. When a user needs to obtain the interval block 
data that is not available on the chain, he or she initiates a 
request to read the archived interval block data to the system. 
Through DHT routing, the system obtains locally unstored 
block data from other nodes with corresponding blocks and 
finally reconstructs all the block data required by the user. 

3.2 Archived data construction 

However, because the blockchain will block contained 
transactions with Merkle tree organization, Merkle tree root 
for the root of the transaction tree, with the growth of the 
system running time, the blockchain system in the user more 
and more, contains more and more nodes account 
information, the transactions carried out between the account 
is also increased, the Merkle tree is more and more luxuriant, 
the number of blocks and so on more and more lead to the 
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number of Merkle tree more and more. The factors mentioned 
and the number of two dimensions lead to the storage capacity 
guarantee, that transaction throughput is not optimistic. 

For this reason, this paper designs a new attribute 
structure B-A tree, which not only realizes the function of the 
Merkle tree but also optimizes the storage and improves the 
access speed. 

The design of node data items based on the B-A tree 
contains the following data items: a node of a B-A tree 
includes the B-A tree root B-A (root), the B-A tree mapping 
node address (K), the B -A tree establishment timestamp, the 
start block number and end block number of the interval 
block, and the leaf node left and right pointers (L1, R1). 

The data markers during B-A tree establishment are as 
follows: 

(1) A certain range of interval block archived data is
noted as𝐵𝐵, and the original block data of the blockchain 
system is noted as 𝑏𝑏; 

(2) The height of the tree is denoted as 𝐻𝐻;
(3) The leaf nodes are denoted as, where n denotes the

node from the left to the right. 
The B-A tree establishment process is shown in Figure 
1 below: 
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Figure 1. B-A tree construction process 

(1) According to the archiving module's configuration
conditions interval block size, set the block data included in 
the written interval block, noted as 𝐵𝐵 = [𝑏𝑏1, 𝑏𝑏2, 𝑏𝑏3,⋯ ]; 

(2) Take the node account address as the data content of
the leaf node, two by two hash merge, that is, equation (1): 

𝐻𝐻𝐻𝐻𝐻𝐻ℎ(3) = 𝐻𝐻𝐻𝐻𝐻𝐻ℎ(1)𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈ℎ(2) (1) 
Specifically the left leaf node and its parent node hash, 

i.e., equation (2)
𝐻𝐻𝐻𝐻𝐻𝐻ℎ( 𝑡𝑡𝑡𝑡𝑡𝑡 1) = 𝐻𝐻𝐻𝐻𝐻𝐻ℎ(  left ) ∪ 𝐻𝐻𝐻𝐻𝐻𝐻ℎ  (parent) (2) 
Then the obtained merged hash is merged again with the 

right leaf node, i.e., equation (3): 
𝐻𝐻𝐻𝐻𝐻𝐻ℎ( 𝑡𝑡𝑡𝑡𝑡𝑡 2) = 𝐻𝐻𝐻𝐻𝐻𝐻ℎ( 𝑡𝑡𝑡𝑡𝑡𝑡 1) ∪ 𝐻𝐻𝐻𝐻𝐻𝐻ℎ(  right ) (13) 
Get the parent node and the left and right leaf nodes 

merged in a hash, i.e., equation (4) 
Hash (root ) =  Hash (𝑡𝑡𝑡𝑡𝑡𝑡2) (4) 
Layer by layer upward recursive merging, the height 

difference between the left and right two subtrees of each 

node in the tree during the merging process is satisfied, i.e., 
equation (5): 

|𝐻𝐻2 − 𝐻𝐻1| ⩽ 1 (5) 

In the DHT-based blockchain data archiving scheme 
suggested by the authors, each block is not replicated all over 
the network but instead is kept only in a chosen part of nodes. 
A DHT mechanism that maps and distributes the storage 
responsibilities based on the node id and hash value is used 
to find the subset. A fixed replication factor (usually 10-30% 
of the total nodes) allows for redundancy and fault tolerance 
but at the same time mainly cuts down the storage and 
synchronization overhead. During the retrieval process, the 
DHT lookup quickly finds the required data from the existing 
replicas and reconstructs it. This method uses storage 
resources more effectively, allows for more users, and at the 
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same time, ensures the integrity and availability of archived 
blockchain data if node outages occur. 

(3) Repeat the above process over and over again until it
is merged into a hash value, so that the storage structure of 
the B-A tree is built and this root plant is saved in the data 
itemHash (root ). 

In the course of creating the archive, a cryptographic 
hash function is used to generate an identifier for each interval 
block which is then recorded as a unique index key in the 
DHT. This key forms a DHT-type mapping connection 
between the archived block and the nodes that are in charge. 
The DHT routing table keeps track of these key-node 
relationships allowing for quick and large-scale data access. 
The DHT routing system, when a query is made, finds the 
intended node using the hash key in log N time, which 
guarantees fast access and reduces the broadcasting costs to a 
minimum throughout the blockchain network. 

3.3 Archived Data Lookup 

The data labeling in the archiving process is as follows: 
(1) A certain range of interval block archiving data is

labeled as𝐵𝐵, the original block data of the blockchain system 
is labeled as𝑏𝑏, the hash value of each block on the chain is 
labeled asℎ𝑎𝑎𝑎𝑎ℎ(𝑏𝑏𝑛𝑛), and the hash value of the archived block 
is labeled as ℎ𝑎𝑎𝑎𝑎ℎ(𝐵𝐵𝑛𝑛); 

(2) The address on the chain in the node blockchain is
noted as BAddr; 

(3) The address of the node in the network, i.e., the node
value, is denoted as𝑛𝑛(𝑛𝑛𝑛𝑛𝑛𝑛), where 𝑛𝑛𝑛𝑛𝑛𝑛 denotes the size of 
the node value and is of integer type; 

(4) The set of node values in the network is𝑁𝑁, denoted
as 𝑁𝑁 = [𝑛𝑛1,𝑛𝑛2,𝑛𝑛3,⋯ ];

(5) The ZBCID symbol, which represents the hash value
of the archive block in the blockchain and is a hexadecimal 
string, is used to designate the content identification of the 
archive block; 

(6) The DHT resource identifier of the archive block is
noted as ZBKey and is a numeric value less than or equal to 
𝑚𝑚bits. 

The following describes the method of creating archived 
data: 

(1) The system verifies the stored data, i.e., a certain
range of block data in the blockchain, denoted as 𝐵𝐵 =
[𝑏𝑏1, 𝑏𝑏2, 𝑏𝑏3,⋯ ]; 

(2) Calculate the node value: the system uses an m-bit
integer as the unique identification of the node, i.e., the node 
value, and the node identification takes a value in the range 
of 0 ∼ 2𝑚𝑚−1; 

Figuring out each entire node's node value in the DHT 
archive network. The hash operation is used to extract the 

node value from the address on the node chain, i.e., the node 
value of each node is guaranteed to be unique through the 
hash operation, and here the node value can be regarded as 
the identity of the node in the DHT archive network. 

(3) Construct the identification ring: the node value is
sorted, in the clockwise direction in the order of smallest to 
largest surrounded by a full node identification ring, node𝑛𝑛 
and its closest node for its successor node, denoted as 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑛𝑛) the computation process is𝑁𝑁 =
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑛𝑛1,𝑛𝑛2,𝑛𝑛3. . . ), 𝑁𝑁is the DHT archiving network sorted 
set. 

For instance, there are 11 nodes with the node values 0, 
1, 8, 14, 21, 32, 38, 42, 48, 51, and 56 in a node identification 
ring with m = 6. The node with ID 1 will take care of the 
resource with Key 1, the node with ID 14 will take care of the 
resource with Key 10, and the node with ID 32 will take care 
of the resource with Key 24, i.e., 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(1) = 1, 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(10) = 14, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(24) = 32. 

(4) Make a routing table: A routing table of length is
maintained by each node in the system𝑚𝑚, storing information 
about up to𝑚𝑚 other nodes, and all the nodes are linked 
together through the routing table. Suppose a node is 
recognized as𝑛𝑛, the 𝑖𝑖th node the first node in its routing table 
whose value is greater than or equal to𝑛𝑛 + 2𝑖𝑖−1, i.e., equation 
(6): 

 num =  successor (𝑛𝑛 + 2𝑖𝑖−1), 1im (6)
 The 𝑖𝑖th node in the routing table of the node𝑛𝑛 is denoted 

as𝑛𝑛. 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓[𝑖𝑖]. 
The node difference value indicates the distance 

between nodes, and the routing table is established by the 
node difference operation. 

(5) Calculate the archive block hash mapping: hash
operation is performed on the archive interval block data 
requested by the system to obtain the content identifier 
ZBCID of the archive interval block data, i.e., equation (7): 

𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 = ℎ𝑎𝑎𝑎𝑎ℎ(𝐵𝐵𝑛𝑛) = ℎ𝑎𝑎𝑎𝑎ℎ(𝑏𝑏1 ∪ 𝑏𝑏2 ∪ 𝑏𝑏3 ⋯∪𝑏𝑏𝑛𝑛) (7)
 As the keyword; then hash the keyword ZBCID to get 

the DHT resource identifier of the archived block, 
i.e.,𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 = ℎ𝑎𝑎𝑎𝑎ℎ(𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍)

(6) Archived data lookup:
1) Suppose a node n receives a data lookup request for

finding archive block ZBCID, it first hashes its ZBCID to get 
the archive block DHT resource identifier ZBKey. 

2) Compare ZBKey with the value interval table of the
node that currently issues the archive data lookup request to 
see whether it is in the interval of the corresponding node 
identifier and its successor node, i.e., look for 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍) to see whether it is in(𝑛𝑛,𝑛𝑛. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠), 
and if it is in the interval, it means that this archive block is 
in the charge of its successor; otherwise, go to 2); 

3) Node n traverses the table entries from front to back
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in the routing table until it finds a node whose node value is 
later than ZBKey, and then passes the ZBKey to this node for 
it to perform the above lookup, and finally locks to the 
successor node of ZBKey, i.e., the storage node of the data of 
the archived block, and establishes communication to 
complete the data transmission. 

Figure 2 shows the process of finding ZBCID = 
A58790C74696261736520697320617765736F6D6521205C

6 F2, ZBKey = 54 from node 8. The nodes in the routing table 
of node 8 are 14, 21, 32, and 42, it will first find the first node 
in the routing table after 54 as 42 from back to front, and then 
it will request 42 to help find 51. The routing table of node 51 
is 56, 61, 1; finally, node 8 finds its successor that is node 56.

N61
N1

N8
Lookup(54)

N14

N21

N32

N38

N42

N48

N51

N56

Figure 2. Node lookup archiving block data process 

The actual process of constructing a DHT block 
archiving data system is as follows: assuming that 10 nodes 
in the blockchain network need to be archived, create a DHT 
block data archiving network based on this node, and the 
HASH range of the archiving network is from 1 to 70, and 
obtain the node value of each node in each network by doing 

the HASH value of each node's blockchain account address, 
assuming that the node values obtained by the calculation are 
1, 8, 14, 2, 32, 42, 48, 51, 56, and construct a DHT network 
on a virtual ring with divisions from 1 to 70. values are 1, 8, 
14, 2, 32, 42, 48, 51, and 56, to construct a DHT network 
divided on a virtual ring with HASH interval from 1 to 70, as 
shown in Figure 3. 

N61

N1

N8
Lookup(54)

N14

N21

N32

N38

N42

N48

N51

N56

K1

K10

K24

K54
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4 Archiving components interacting with the base chain 

3.4 Interaction Structure 
For the characteristics of the block structure in different 

basic chains, the system carries out interface encapsulation 

and adds an adapter as a bridge module to meet the different 
archiving storage needs of different basic chains, and 
different chains need to add different adapter interfaces when 
interacting with the archiving system, and the design of the 
interaction structure is shown in Figure 4. 

Block Data P2P 
Networks

Block Data 
Structures

Block 
Network 
Nodes

Archive 
Data 

Construction

Routing 
Table 

Construction

Archived 
Data

Archiving 
Networks

Base Chain

Adapters

Archiving 
Components

Archive 
Chaining

Figure 4. Architecture of chain interaction with DHT archiving component 

Among them, the adapter module includes block data 
structure and blockchain network nodes. 

(1) Block data structure: analyze the block structure of
different chains and get a unified block structure after 
normalization, distinguishing blocks into block header and 
block body. 

(2) Blockchain network nodes: the blockchain node
address is the account address of the base chain, and each full 
node stores a DHT archived routing table. 

(3) 5 Experimentation and Analysis
For the application of the DHT archiving component to

the blockchain system, the following experimental analysis is 
done from the aspects of transaction throughput and storage 
compared with the native chain without adding the 
component to illustrate the superiority of the DHT archiving 
component. 

The consensus module of this storage optimization 
method is selected using the NCPBFT algorithm [26], and the 
storage module uses this paper's optimization strategy that 
was suggested. To offer external services like transaction data 
and block queries, a local database is used. To maintain 
system security, the bottom layer of the system continues to 

use the blockchain technology architectural system, elliptic 
curve cipher (ECC) asymmetric encryption technique, etc. 
The simulation experiment is carried out on a server with an 
Intel Xeon Processor CPU, using OpenStack to virtualize a 
17-node ubuntu18.04 system, each node is configured with a
CPU frequency of 2.4 GHz, 2 GB of memory, and 20 GB of
storage capacity. one monitoring node and four domains are
divided into four nodes per domain. The nodes are divided
into one monitoring node and four domains, with four nodes
in each domain. Hyperledge Fabric 0.6 is chosen to do the
comparison experiment in the same environment.

4. Transaction Analysis

The experiment first compares Chain-A, the original
blockchain system, and Chain-B, which includes DHT 
archiving components, in terms of transaction throughput. 

The purpose of the experiment is to count the transaction 
throughput in the two chains of Chain-A and Chain-B, this is 
determined by how many transactions per second the 
blockchain system can execute at various numbers of nodes.  
The results are displayed in Figure 5. 
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Figure 5. Transaction throughput of Chain-A and Chain-B 

When the number of nodes in the network is the same, 
Chain-A significantly outperforms Chain-B in terms of 
transaction throughput. The transaction throughput of Chain-
B tends to stabilize and is much higher than that of Chain-A 
as the number of nodes in the network rises. This is because, 
following the installation of the DHT archiving component, 
any node in the network may keep data without having to 
duplicate it throughout the whole network, and the system's 
overall storage capacity grows smoothly as the number of 
blocks grows. While each node in Chain-A stores one copy 
of the network-wide data, as the number of blocks and nodes 
grows, the double growth factor causes the total network- 

 
wide storage to skyrocket, causing transaction blocking, a 
sharp decline in the number of transactions that can be 
processed per second, and a sharp decline in transaction 
throughput. 

In addition, the experiment continues to analyze the 
storage of Chain-A, the native blockchain system, and Chain-
B with the DHT archiving component added. 

The purpose of the experiment is to count the amount of 
storage occupied by all nodes in the two chains of Chain-A 
and Chain-B, and the results are shown in Figure 6. 

     Figure 6 Chain-A and Chain-B storage volume 
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Because Chain-A's nodes are all full, the difference 
between the two is relatively small when the number of nodes 
is low. However, as the number of nodes rises, the occupied 
storage space Chain-B decreases significantly. When the 
number of nodes is constant, as the number of blocks rises, 
the total system storage rises; The overall system storage rises 
when both the number of nodes and the number of blocks 
increase; when only the number of nodes or only the number 
of blocks increases, storage redundancy is more pronounced. 
In Chain-B, due to the DHT route allocation strategy, as the 
number of blocks increases, block data is no longer saved in 
each node, but only in a small number of nodes, and the more 
nodes there are, the more pronounced the DHT storage 
advantage becomes, the storage redundancy problem is 
effectively solved, and the growth of the storage volume of 
the whole network tends to be flat. 

4.1 Node Consensus Performance Test 

Due to the difference in the performance of consensus 
algorithms, to verify the effectiveness of NCPBFT, 4 nodes 
are tested by sending 1000 energy transaction data and 
generating 20 consecutive blocks in pairs. As can be seen 
from Figure 7, compared with several other classical 
consensus algorithms such as PBFT, PoS-PBFT, RAFT, etc., 
the average value of the throughput of NCPBFT proposed in 
this paper has been significantly improved, and the whole 
transaction processing process takes less time. This is mainly 
because NCPBFT simplifies the communication complexity 
of the consensus algorithm and optimizes the master node 
selection process. 

Figure 7. Comparison of throughput of classical consensus algorithms 

when there are four nodes involved in the consensus, the 
block size containing 50, 100, 200, 300, 500, 700, 1000, 1500, 
2000, 2500, 3000, and other transaction volumes are selected, 
and the accompanying experimental analysis is done to 

compare the NCPDBT method that is suggested in this 
research with the conventional PBFT algorithm in terms of 
latency and throughput. Figures 8 and 9 display the precise 
experimental findings. 
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Figure 8. Comparison of throughput in traditional PBFT and NCPBFT with different block sizes 

Figure 9. Comparison of traditional PBFT and NCPBFT algorithms in terms of delay when the block size 
changes. 
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From Figures 8 and 9, it can be seen that this paper has 
a higher throughput and lower latency than the PBFT 
algorithm, the throughput of the two programs at the 
beginning of the block will increase with the number of 
transactions and rise, but in the size of the block reaches a 
certain value after the throughput is slow to grow or even 
decrease. The latency is increasing with the increase of the 
block. To achieve the optimum performance, the block size 

should be set at an appropriate value. Overall, this approach 
performs better than the PBFT algorithm. 

Next, when the block size is 300 and the number of 
consensus nodes is 4, 6, and 8, the values of throughput and 
delay changes of the NCPBFT consensus algorithm in 20 
experiments are given respectively, the outcomes are 
displayed in Figure 10. 

A NCPBFT Throughput 

B NCPBFT delay 

Figure 10. Performance of the NCPBFT algorithm with different number of consensus nodes when the block size 
is 300 

At block size of 500 and number of consensus nodes are 
4, 6, and 8 respectively, the variation values of throughput 

and delay of the NCPBFT algorithm in 20 experiments are 
shown in Figure 11. 
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A NCPBFT Throughput 

B NCPBFT delay 

Figure 11. Performance of the NCPBFT algorithm with different numbers of consensus nodes when the block 
size is 500 

Figure 10 and 11 show the changes in throughput and 
latency of the NCPBFT consensus algorithm based on 
different consensus nodes in several experiments, from which 
it can be seen that when the block size is fixed, the more 
consensus nodes are, the lower the throughput will be and the 
higher the latency will be. This is due to the fact that as there 
are more nodes, there will be more communications between 
them, increasing delay and decreasing throughput. 

4.2 Storage Overhead Test 

When all the nodes in the network work normally and 
are not attacked, we compare the storage overhead of storing 
500, 1000, 2000, and 3000 blocks of data per block under this 
paper and Fabric storage strategy, and Figure 12 displays the 
outcomes. 
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Figure 12. Comparison between the strategy in the paper and the Fabric storage ratio 

The following conclusions can be reached from 
examining the experimental findings in Figure 12. 

(1) When there are few blocks generated in the entire
blockchain, the storage optimization strategy proposed in this 
paper is not as obvious as Fabric storage, but when an 
increase in transaction volume causes a gradual increase in 
the number of blocks generated in the blockchain, the storage 
strategy proposed in this paper occupies much less space than 
Fabric. 

(2) This study presents a storage method where the
storage occupancy growth rate is substantially lower than the 
Fabric storage, since an increase in transaction volume causes 
a slow increase in the block in the blockchain. 

Fabric within each node to store the entire block of data, 
however this work suggests a storage scheme in each node 
domain where only storage nodes will store the entire block 
of data, with regular storage nodes just storing the block 
headers for each block in the block chains; when the number 
of blocks gradually increase, this paper's advantage of the 
program is more obvious, compared with the storage 
occupancy of the Fabric, although also gradually increasing,  

but its growth rate is much lower than that of Fabric storage. 
Compared with Fabric, although the storage consumption is 
also gradually increasing, the growth rate slows down 
significantly. The experimental findings demonstrate the 
efficacy of the plan outlined in this study. 

4.3 Transaction verification test 

The speed of the blockchain system's response to the 
verification request during the transaction verification 
process is critical for determining if the transaction 
verification can produce accurate feedback results, and this 
verification is mainly based on the processing time of 
different nodes to the same transaction verification request as 
a benchmark for verification testing. Assuming that the nodes 
in the blockchain system are in normal operation, select the 
storage nodes, ordinary storage nodes, and nodes in Fabric, 
and compare the verification time required by the same node 
in querying and verifying 500, 1,000, 2,000, and 3,000 
transactions. Figure 13 displays the specific results. 
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Figure 13. Comparison of transaction validation 

The results in Figure 13 allow for the following 
deductions. 

(1) As data volume increases with a certain number of
transactions queried, the query validation time on regular 
storage nodes, storage nodes, and fabric nodes all increases 
[27]. 

(2) With the same number of queried transactions, the
query verification time is almost the same on the storage node 
and on the Fabric node [28]. 

(3) In the case of the same number of query transactions,
the time for query validation on ordinary storage nodes is 
much higher than that on storage nodes and on Fabric nodes. 

Under the storage optimization strategy based on 
partitioning, block data is stored by storage nodes and 
ordinary storage nodes respectively, in which only the storage 
nodes have the right to store complete block information, and 
ordinary storage nodes are only responsible for storing block 
header information. The verification request initiated by 
ordinary nodes has to be further forwarded to the storage node 
to verify the transaction, so the query will be a little slower. 
all nodes of Fabric store the complete block data, so the query 
verification time of Fabric nodes is not much different from 
the query verification time of the storage node. In summary, 
although the query verification time of common storage 
nodes is a little longer, it has no impact on how the entire 
blockchain energy trading system functions normally. 

5. Conclusion

The full node in the blockchain saves all the block time
from the beginning to the current in the whole network, which 

causes storage redundancy, high requirements on node 
storage performance, and long time-consuming 
synchronization of block data after new nodes join. For this 
reason, this paper proposes a DHT-based blockchain data 
archiving scheme, where individual archived blocks are 
saved in a certain percentage of nodes instead of all nodes. 
The scheme, when archiving block data in the blockchain, is 
organized and constructed in accordance with a certain data 
structure, and the archived block data identifiers are stored 
using the hash operation to establish a DHT-style index 
relationship with the nodes and queried through the DHT 
routing table. After that, the block data allocation strategy 
between archive zones is optimized to make node storage 
stress-free and balanced with each other, and the DHT-based 
routing algorithm is optimized to simplify the path and 
improve the routing efficiency. 
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