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Abstract

Tourism plays a vital role in stimulating economic growth, creating employment opportunities, and
facilitating cultural exchange and mutual understanding between people of different backgrounds. However,
as an industry facing increasing competition on a global scale, tourism needs to embrace technologies to adapt
quickly to changes. The emergence of smart tourism offers a route to achieve a competitive edge. To this end,

machine learning techniques are used to analyze the abundant data available, forecast trends, and provide best
solutions. This paper provides an overview, challenges and future directions of research on machine learning

techniques applied in smart tourism.
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1. Introduction

Tourism plays an important role in each country’s
economy. Not only does tourism contribute to economic
growth, it also expands the local job markets, shares the
country’s cultural values with other parts and maintains
peace and harmony throughout the world.

The introduction of technologies within each sector
entails vast changes towards smart applications. In
this context, smart tourism comes with tremendous
technological innovations to provide better customer
experience through real-time personalization. The
study in [1] focused on improving smart tourism
through the Internet of Things (IoT) and machine
learning techniques. The authors found a deviation
between collecting datasets and analysing those data
in an effective way. In order to resolve the gap,
a smart tourism system using IoT and machine
learning algorithms was implemented to customise
travel recommendations for each user. A decision
tree approach using environmental data acquired
by wireless sensor networks to implement travel
recommendations was proposed. As a result, the smart
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tourism service system was able to more correctly
forecast typical congestion levels and outperform other
methods. The study provided a theoretical foundation
and served as a guideline for future smart tourism
services.

On the other hand, machine learning is one of the
most influential technologies that drives major industry
development on a vast scale. Specially, the industries
that involve a huge amount of data are the main
beneficiaries. Machine learning techniques are used to
predict future changes from large data sets, recommend
new solutions within a shorter amount of time, and
classify multiple groups without deep knowledge of the
dataset. In tourism, a huge amount of data is flowing
through multiple online platforms, which makes it very
easy to grab data.

In this paper, we analyze and draw key points
regarding machine learning techniques, their applica-
tions towards tourism sector improvements, challenges
while developing machine learning models to solve the
problems in tourism, and machine learning applica-
tions in smart tourism.
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2. An Introduction to Machine Learning Techniques

Machine learning is one of the major component of
artificial intelligence (AI) that aims at the implemen-
tation of algorithms that make computers learn from
and develop forecasts or solutions based on data. The
major goal is to enable machines to automatically learn
patterns from data.

2.1. Unsupervised Machine Learning Techniques

Unsupervised approaches are useful when the labeled
data is scarce or expensive to obtain. The ability to
deliver accurate information on a particular tourist
attraction is very important in tourism since there is
a considerable amount of false information spreading
over the internet. The authors in [2] worked on
developing a separate platform to study the opinions
regarding Phuket, the largest tourism destination
in Thailand, by wusing latent Dirichlet allocation
(LDA) algorithms. Through this system, anyone can
easily understand the actual incidents without further
knowledge of the particular place. This study allowed
TripAdvisor’s chat rooms to evaluate subjects using
LDA topic extraction techniques in order to determine
which topics were of interest to users and what trending
topics were in comparison with the previous year.
Then, in order to establish the parameters of the
fascinating comment, they created a digital platform
which specifies each of the issue along with the
pertinent suggestion.

They also provide insights into sentiment without
requiring manual annotation [3]. The study in [4]
implemented a user recommendation system based
on past travel histories. The user’s reviews, personal
information, and category tags used in the travel
attractions were the focused data. After the pre-
processing of this text data, the LDA algorithm was used
to extract the topics and corresponding probabilities
from the corpus of reviews. Using sentiment analysis,
they valued each review in order to map the connections
between tourist places. The study introduced a
personalised recommendation system for a target user
based on the attraction visit similarity, the similarity of
review topic probability, and the similarity of review
sentiment of other users.

Clustering is another technique used in unsuper-
vised machine learning. The authors in [5] used fuzzy
clustering analysis-related algorithms to evaluate the
service quality of tourist places. Relying on the speci-
fications of tourism services, this study implemented a
confusion clustering model using fuzzy clustering. The
authors used fuzzy comprehensive evaluation, which
is based on the structural model, and compressed the
idea of fuzzy operations. The majority of pertinent
specialists and scholars acknowledge this type of assess-
ment ideology and technology, which have evolved into
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new ways of ideology and routine approaches used by
academia and even the relevant statistical sectors. By
using layer-by-layer membership relations, multi-factor
variables were bundled into a single comprehensive
index at the end of the fuzzy comprehensive evaluation
process.

2.2. Semi-supervised Machine Learning Techniques

In machine learning, semi-supervised learning is a rela-
tively new technique. It is the part of machine learning
techniques that is the combination of supervised and
unsupervised learning, i.e., the use of labeled and unla-
beled sample data simultaneously. The field of semi-
supervised learning research is broadening these days.
On the other hand, a variety of conventional super-
vised and unsupervised learning algorithms are contin-
uously expanded or altered to enhance their capacity to
learn in semi-supervised environments. In [6], a semi-
supervised model was implemented to classify the Chi-
nese traditional paintings Dunhuang with multidimen-
sional features extricated by transfer learning. A large
number of unlabeled samples were obtained using a
small number of labeled datasets with a mixed method
of active learning and label propagation following three
stages: (i) initial stage, which is feature extraction, (ii)
the classification methods, which include label prop-
agation and support vector machine classifiers, and
(iii) iterative algorithm, which includes active learning
and label propagation. After several iterations, a more
powerful classification learner was acquired.

With the development of the tourism industry, the
number of information providers in this industry has
also started to grow. However, there will still be a gap
between the information needed by the tourists and the
information available. The search system for tourism
needs to be improved; rather than showing information
from indexing websites, it should be fluctuant on the
actual information about the tourist places. In order
to overcome this issue, the study in [7] implemented
Yet Another Two Stage Idea (YATSI), a recognition
system based on semi-supervised learning using a
naive Bayes classifier. A component of information
retrieval called named-entity recognition (NER) used
unstructured text to elicit, gather, and portray data in
a structured manner. The study suggested analyzing
global entity candidates using extra features to increase
the performance of the NER system. The selection
amongst various classification algorithms applied to
YATSI is important to get the best outcome.

2.3. Deep Learning Techniques

Deep learning is a very popular neural network-based
technique that is implemented in an H20 framework
to extract patterns and classes from information within
data in a layered model. It works like a human
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Figure 1. Machine Learning Techniques

brain where each neuron is modified based on the
available information. It can also predict the output
and act as a classifier. Deep learning excels at learning
representations from complex and unstructured data,
such as images, audio, and text.

Artificial neural networks (ANNs) are the founda-
tion of deep learning. They have interconnected nodes
called neurons, which are structured in layers. Those
layers include an input layer that is compulsorily cre-
ated, one or more hidden layers that can be customized
based on our preferences, and an output layer. Weight
is associated with each connection between neurons,
which the network adjusts during training to optimize
performance. One of the most common ANN types for
text processing is the multi-layer perceptron design.
The back-propagation technique is used during the
training phase to determine the weights connected to
each link. In [8], an ANN was used to explore the
correlation between hotwords, which were recorded by
the Google search engine, and the most visited tourist
destinations. The ANN model was implemented using
Google Tensorflow, with two hidden layers, each with
12 neurons, and the rectified linear unit as the activa-
tion function.
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Accurate demand forecasting plays a vital role
in the tourism industry in order to make strategic
decisions and design relevant policies. Since tourism
demand function is non-linear, deep learning will be
a promising method for demand forecasting. In [9], a
long short-term memory (LSTM) framework and gated
recurrent unit (GRU) were used to focus on tourist
arrivals in Morocco. These two models used two hidden
layers, each of which contained 64 neurons. ANN and
support vector regression (SVR) models were used as
benchmarks to evaluate the LSTM and GRU models.
The performance evaluation suggested GRU, LSTM,
and a special type of recurrent neural networks (RNNs)
as suitable for tourism demand prediction.

Convolutional neural networks (CNNs) are partic-
ularly effective for tasks involving images and spatial
data. Convolutional layers can be utilized to auto-
matically and adaptively learn spatial hierarchies of
features. CNNs have been highly successful in tasks
such as image classification, object detection, and image
segmentation. Analyzing budgets and planning is the
perfect way to measure the impact of tourism on soci-
ety. Promotional videos play a vital role in promoting
tourism. The authors in [10] predicted the social impact
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of tourism in villages at a national level using pro-
motional videos and images from the World Tourism
Organization. A CNN model, with its deep learning
architecture Visual Geometry Group (VGG)-16, was
used to analyze and classify the collected dataset of
video frames and images. The authors implemented the
model using linear, Lasso, and Ridge regression models
to analyze the socio-economic impacts, such as social
media post views and GDP growth. This paper revealed
a powerful correlation between image and video data
and the countries” GDP growth rates. In addition, the
proposed model is suitable for exploring the impact of
image data as a predictive tool for studying tourism
growth, particularly in rural areas.

2.4. Reinforcement Learning Techniques

Reinforcement learning is a very powerful algorithm
where an agent sequentially learns and makes decisions
by interacting with the environment without any
supervision in order to maximize the rewards. This
method is based on (i) exploration, which means
the agent’s interactions with the environment, and
(ii) exploitation, which indicates the learning through
and observations of how it responds, similarly to
the trial-and-error method. In [11], a customized
tourism route recommendation system based on
reinforcement learning was deployed in Indonesia.
The Markov decision process was used that involved
using Q-learning to recommend routes to N-day travel
destinations in the special region of Yogyakarta. The
authors also considered the time interval and opening
and closing hours of tourist attractions, and included
time constraints into their methodology. In order to
fulfill the user’s unique intended goals and preferences,
the technique also took into account a number of
variables, including rating, cost, and journey time,
as the cost functions used the multi-attribute utility
theory. In several tests, the proposed approach was
contrasted with the Firefly algorithm to evaluate its
effectiveness and ascertain its optimality.

3. Role of Machine Learning in Tourism

Many real-world applications through research studies
are adopted to overcome issues in the tourism sector.
Specially after COVID there are lot of smart tourism
related applications used in this domain. In this sec-
tion, the major developments of applications in smart
tourism will be discussed. Smart tourism aims at the
development of tourism industry with information sys-
tems using high performance devices, cloud computing,
artificial intelligence and administrative techniques. In
the below discussion, the research studies contributed
towards this development will be elaborated.

3.1. Automatic Classification in Tourism

Tourism was the world’s third largest source of
economic income after fuel and chemicals until COVID-
19. The tourism sector’s rehabilitation is pivotal for
global economy now. In [12], the authors implemented
a classification machine learning model using five
machine learning methods, such as random forest,
support vector machines, decision trees, artificial
neural networks, and extreme gradient boosting, to
predict whether a tourist is an international tourist or a
non-international tourist. To this end, the online photos
were collected to explore the international/internal
nature of the tourist. Four main approaches used:
(i) The online image’s timestamp and geographical
location showcasing whether the person is a resident
or tourist; (ii) the person’s native address(s): if the
native address differs from the tourist place then the
user is labeled a tourist; (iii) using a set of flexible
detailors related to space and time while examining
users’ travel history according to their photographing
line; and (iv) analyzing the geolocation in which
the images were captured, i.e., tourist attractions,
without reference to who uploaded them. This study
aimed to provide a way to enhance tourist attractions
and its organization by providing both qualitative
and quantitative data related to travelers’ travel
manners and pursuits. Therefore, they used the image
details, including geolocations, crowdsourced, and
user-generated content, to contribute to the automatic
classification of those above-mentioned types of user
identification.

3.2. Recommendation Systems in Tourism

Following the successful implementation of recom-
mender systems in the domain of e-commerce, and cur-
rently, in the tourism domain, researchers are expand-
ing their methods for recommendations without spend-
ing more time and resources on a particular decision
[4]. The study in [13] implemented multi-criteria rat-
ings over single-criterion rating feedback, which was
used to differentiate the same users in traditional col-
laborative filtering (CF) recommender systems in the
past. The authors proposed a recommendation model
for an existing Tripadvisor dataset using neuro-fuzzy
inference systems and support vector regression (SVR).
To reduce the dimensions of the data, they used prin-
cipal component analysis. Self-organizing maps and
expectation maximization were used as clustering tech-
niques, which is the combination of multiple parti-
tions of a dataset by a consensus function, yielding a
final partition. Apart from clustering techniques, the
authors proposed multi-criteria CF, a cluster ensemble
approach, and the hypergraph partitioning algorithm to
increase the accuracy of the recommendation system.
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This evaluation model was proven to work, both online
and offline, for current, existing Tripadvisor data.

TripMa is one of the real-world applications in
smart tourism using machine learning techniques that
overcomes the lack of knowledge gap about local tourist
places in Sri Lanka. The authors in [14] proposed a
system to suggest the best travel destinations with full
package based on previous reviews, safety precautions,
perfect time and stay of that place. This system was
developed by using natural language processing with
real-time data extraction. The authors continuously
trained their model using the feedback from the
previous users of the system, while real-time data
accessibility helped to mitigate the risks of the tourists
at the same tourist place.

Nowadays, the internet makes the data available
and easily accessible. This is particularly true in the
tourism industry, when planning a trip to a place
or even any trip, there is plenty of data available
on the internet. The issue, however, is whether that
information is accurate or how frequently it is updated.
To overcome this, the authors in [15] developed an
intelligent travel route planning system using machine
learning algorithms through big data, sensor techniques
and internet map services. This is an iterative system
between users and the system where the information
is updated frequently, and this system’s response
time could be slower by 0.0005 seconds when every
additional 100,000 tourists are added to the system.
This proposed system was experimentally deployed
from 2016 to 2020 in a province of China. Through
this route planning system, the users can easily solve
their preference conflicts, information overload and
authenticity with a customized budget friendly trip
package.

3.3. Demand Forecasting in Tourism

Accurate demand predictions are invaluable to both
customers and businesses as well. In the empirical
study in [16], a novel deep learning exploration of
demand forecasting in tourism analyzed both advanced
technology and the effects of multi-dimensional factors
on human behaviors. Their research output provided
an interpretation of tourism demand from both factors
and temporal persistence patterns. The study was per-
formed in two different tourist places before and during
COVID-19. There are six factors that severely depend
on tourism demand: accommodation, transportation,
weather, travelogues, tickets, and date patterns. The
authors proposed a three-stage method to analyze the
factors that influenced tourism, which are tourism
demand forecasting, temporal heterogeneous feature
preparation, and forecasting results interpretation.
First, the temporal fusion encoder-decoder network
(TFED) acquired perceived past and familiar future

features and predicted tourism demand. Then, Bayesian
optimization was implemented with five major parts:
the variable selection network, the gated residual net-
work, long short term memory (LSTM) encoders and
decoders, the interpretable multi-head attention layer,
and the forecast output to discover optimal parameters.

Another study in [17] was conducted in demand
forecasting to overcome the financial risk to cruise
tourism in China. The authors implemented a least
squares support vector regression model with a
gravitational search algorithm (LSSVR-GSA) to improve
forecasting performance. The big dataset with search
query data from Baidu and economic indexes was
used in this model. This proposed model outperformed
selected mobile keywords and economic indexes and
achieved the highest forecasting performance. The
output showed that modeling with big data can achieve
better forecasting performance compared to those using
alternative data sources.

Another milestone of demand forecasting in
tourism was to predict customer demands for space
tourism. The study in [18] was analyzed within the
United States in order to get their opinions about
space tourism in the future. Space tourism will be
expected to conquer 18-26% of the market for tourism
between 2020 and 2030. The researchers primarily
focused on three prominent areas, which are suborbital,
orbital, and space tourism around the moon, based
on public opinions regarding security, cost, quantity
of passengers, training, and take-off locations, among
other decision-maker factors. A multi-model machine
learning prediction model was used to predict the
output of the collected dataset of 2000 rows and 40
features. In this model, a decision tree, an extremely
randomized ensemble classifier, a random forest
algorithm, a gradient boosting classifier, and a multi-
class model were used. In the tourism industry, these
suggestions towards United States people’s opinions
on future moves towards mass space tourism were an
extreme move.

To conclude this section on the applications of
tourism and machine learning techniques, we analyze
the challenges which are identified through the past
studies. First of all, the privacy and security of the
data is a concern. Smart tourism systems often collect
vast amounts of personal data, including location,
preferences, and behaviors which will potentially
lead to unwanted tracking or profiling. This raises
concerns about how this data is stored, used, and
shared. Many smart tourism devices rely on internet
connectivity, which can be vulnerable to hacking
if not secured properly. Secondly, the shortage of
skilled workforce can have significant implications
for both the effectiveness of technology use and the
overall quality of services. While the lack of users’
technical skills is solved through the simplification
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of the features, on the tourism providers’ side, most
of the domain knowledge people do not have all the
technical knowledge to provide the smart tourism
services and handle complex systems. Thirdly, most of
the aforementioned applications depend on the wireless
communications, which will required the seamless
connectivity throughout the environment. Most of
the adventure places do not have proper coverage
strength, which can degrade the performance of the
system. Last but not least, any Internet of Things
(IoT) devices, especially those deployed in remote or
hard-to-reach locations, rely on batteries. High power
consumption can lead to frequent battery replacements
or maintenance. In large-scale IoT deployments,
managing energy usage across thousands or millions of
devices can be complex, requiring sophisticated energy
management solutions [19].

4. Conclusion

For analysis purposes, we can divide the the current
tourism industry into two phases: before and after
COVID-19. Because almost all industries faced huge
changes due to COVID, tourism has had to make
more specific adaptations to sustain itself. In this
study, we have analyzed the machine learning trending
techniques and tourism current issues and how they
interconnects to produce a solution. Based on this
analysis, particular gaps and challenges have been
identified that will need further research. Firstly, there
is an inconsistency of research to address the identified
problems: to a given dataset and problem, mostly
the researchers tried to apply single techniques. Even
though the accuracy of the model was not satisfactory,
research on the given problem and dataset was very
rare. Secondly, there is a lack of publicly available large
datasets in this industry. Some stakeholders had large
datasets, but they were not in public. There has not been
large multidimensional dataset models in tourism. The
researchers mostly found issues in the before and after
situations of COVID in individual tourist places.

This study has outlined the various applications
of machine learning techniques in smart tourism, and
serves as a general framework for future research
towards a smart and sustainable tourism industry.
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